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Chapter 1

Self-Organised Nanoparticle Assemblies:
A Panoply of Patterns

Christopher P. Martina,1, Matthew O. Blunta,1, Emmanuelle Vaujoura,
Amir Fahmib, Anthony D’Aleoc, Luisa De Colad, Fritz Vögtlee,
Philip Moriartya,2

aSchool of Physics & Astronomy, University of Nottingham, Nottingham NG7 2RD, UK
bSchool of Mechanical, Materials, and Manufacturing Engineering, Faculty of Engineering,
University of Nottingham, Nottingham NG7 2RD, UK
cUniversiteit van Amsterdam, Nieuwe Achtergracht 166, 1018 WV Amsterdam, The Netherlands
dPhysikalisches Institut, Mendelstrasse 7, D-48149 Münster, Germany
eKekulé-Institut für Organische Chemie & Biochemie, Universität Bonn,
Gerhard-Domagk-Str. 1, D-53121 Bonn, Germany

Abstract. An overview of self-organisation in an archetypal nanostructured system—2D nanopar-
ticle assemblies—is given. We first focus on the parallels that may be drawn for pattern formation
in nanoscopic, microscopic, and macroscopic systems (spanning, for example, nanoparticle arrays,
phase-separated polymers, diatom microskeletons, and binary fluid separation) before discussing
the quantification of morphology and topology in nanostructured matter. The question of quantifi-
cation is of key importance for the development of programmable or directed assembly and we
highlight the central role that image morphometry can play in the software control of matter. The
nanostructured systems we describe are, in very many cases, far from their ground state and we
show that Monte Carlo simulations (based on the approach pioneered by Rabani et al. [Nature
426 (2003) 271]) provide important insights into the coarsening (i.e. approach to equilibrium) of
nanoparticle arrays. We conclude with a consideration of the near-term prospects for programmable
matter.

1. Introduction

At the time of writing (Spring 2007), the field of complexity science is arguably
rivalled only by nanoscience/nanotechnology when it comes to general expecta-
tion and hype. With this in mind, in this chapter we will attempt to consider the
connections between these areas, focussing specifically on self-assembly, self-
organisation, and non-linear dynamics in a prototypical nanostructured system:
colloidal nanoparticle assemblies. Our aim is to provide a useful overview of

1 The authors contributed equally to the work described in this chapter.
2 Corresponding author. E-mail: philip.moriarty@nottingham.ac.uk, url: http://www.nottingham.

ac.uk/physics/research/nano.
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pattern formation—both near to, and far from, thermodynamic equilibrium—in
nanoparticle systems and to review current strategies to exploit self-organisation
as a mechanism for pre-defined nanostructure fabrication. The emphasis is on
the patterns formed in extremely thin (∼ a few nm) films of nanoparticles on
solid substrates. As this contribution necessarily represents a rather brief con-
sideration of self-organised nanosystems, the particular subset of nanostructured
materials we shall discuss will largely be informed by the authors’ research inter-
ests and, thus (from a materials science perspective), will be relatively narrow in
scope. Nevertheless, the system chosen for discussion (colloidal nanoparticle as-
semblies) exemplifies many key aspects of the physical properties and behaviour
associated with the self-organisation of nanoscale units.

Perhaps ‘complexity’—a nebulous term in many contexts—is most simply de-
fined on the basis of Aristotle’s observation in 150 BC that a system can be very
much more than just the sum of its parts. That is, there is a particular “added
value” arising from the interactions of the units (or “agents”) comprising the en-
semble. In terms of nanostructured systems, to illustrate many of the fundamen-
tal physical (and physicochemical) phenomena stemming from the interactions
of large numbers of virtually identical units, we shall use what we consider the
archetypal exemplar: nanoparticles dissolved in an organic solvent, forming a
colloidal solution. Colloidal nanoparticles deposited from a solution onto solid
surfaces form a rich variety of intricate patterns and the focus in the follow-
ing discussion is to highlight morphological (and topological) parallels between
nanostructured, microstructured, mesoscale, and macroscale systems formed via
self-assembly and self-organisation.

To avoid potential confusion in later sections, we stress that we draw a dis-
tinction between the terms self-assembly and self-organisation where, throughout
this chapter, the former is used to describe structures formed close-to-equilibrium
whereas the latter refers to far-from-equilibrium dissipative processes involving
energy/matter flow. Although this distinction is not always made in the literature,
and in some cases the terms are used interchangeably, “self-organisation” has tra-
ditionally been reserved to describe processes occurring away from equilibrium.
Perhaps the most important example, returning to the question of parallels with
complex systems and complexity theory, is self-organised criticality. Although it
is a moot point as to whether the systems we describe in the following sections
can truly be described as complex systems (exhibiting emergent behaviour), there
is no question that correlations in the spatial distribution of the nanoparticles oc-
cur on length scales far exceeding those associated with interparticle interactions.
The development of correlations on mesoscopic length scales is, in our opinion,
an important signature of a self-organised system; in self-assembly, interparticle
interactions (perhaps mediated by the underlying surface) define the length scales
of the observed patterns.

We note that other authors, most notably Whitesides and Grzybowski [1], have
instead adopted somewhat different definitions. Whitesides and Grzybowski draw
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a distinction between static and dynamic self-assembly, where they define the
latter as arising only in dissipative systems. There is then an equivalence be-
tween the Whitesides and Grzybowski dynamic self-assembly process and self-
organisation as described above. The colloidal nanoparticle assemblies described
in the following sections could be seen to fall into yet a third class involving
‘arrested’ self-organisation (or, depending on the reader’s preference, “arrested
dynamic self-assembly”!). By “arrested”, we mean that although the patterns
may be defined by far-from-equilibrium processes such as convective flow, the
system is strongly kinetically hindered at some point in its evolution so that
even when the pattern-forming process is switched off, the associated structure is
“frozen in”.

2. Pattern Formation: Spanning the Nanoscopic to the Macroscopic

The striking array of patterns shown in Fig. 1.1 was created via a straight-forward
experiment involving the deposition of a droplet of a nanoparticle/solvent solu-
tion onto a solid substrate (with subsequent evaporation of the solvent). In this
case, the particles in question are alkylthiol-passivated Au nanoclusters of ∼2 nm
diameter synthesised using the technique pioneered by Brust and co-workers [2].
Other types of nanoparticle, including, for example, CdSe [3] and PbSe [4], also
produce a broad variety of complex patterns.

The physics underlying the appearance of the types of pattern seen in Fig. 1.1
and in similar systems is rather complex and can involve very many coexisting

Fig. 1.1. A subset of the wide variety of patterns observed in colloidal nanoparticle assemblies
formed via solvent evaporation. In each case tapping mode atomic force microscopy has been used
to image the distribution of nanoparticles on a native oxide (SiO2) covered Si(111) sample. The
images shown in (a)–(e) and (h) are of single layers of nanoparticles whereas those in (f) and (g)
are bilayer samples. For color, see Color Plate Section.
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phenomena. These include (but are not limited to): the (de)wetting properties of
the solvent–nanoparticle solution (on a given substrate); hydrodynamics (includ-
ing the Marangoni effect [5]); phase transitions related to variations in solvent
and nanoparticle density; instabilities in the solvent–nanoparticle fluid front; and
nucleation/growth at the solid–liquid and/or liquid–air interface. Although some
of these effects have previously been elucidated through experimentation and/or
computer simulations [3–10], there remain very many open questions regarding
the dynamics of pattern formation in colloidal nanoparticle assemblies.

The patterns shown in Fig. 1.1 range from isolated droplets (Fig. 1.1(a))
through dendritic/branched structures (Fig. 1.1(b)), worm-like and intercon-
nected domains (Figs. 1.1(c) and (d)), and cellular networks (Figs. 1.1(e) and (f)),
to relatively well-developed fractal morphologies (Figs. 1.1(g) and (h)). The in-
terconnected and labyrinthine structures of Figs. 1.1(c) and (d) are, as shall be
discussed below, strikingly similar to the self-organised patterns which form in
binary fluid, polymer, and ferromagnetic systems. Importantly, Fig. 1.1 repre-
sents only a subset of the wide variety of patterns possible in colloidal nanopar-
ticle systems: the parameter space associated with this—at first glance, rather
simple—system is extremely wide. A significant point to realise is that many
of the structures shown in Fig. 1.1 are formed far from equilibrium because the
solvent (or the vast majority of the solvent) is rapidly driven off by spinning
the sample at speeds of a few thousand rpm. As the nanoparticles are restricted
from diffusing on the substrate in the absence of solvent [4,11], the system can
be kinetically trapped very far away from its equilibrium state. In the limit of
a perfectly wetting solvent–nanoparticle film, this equilibrium state is a single
close-packed ‘island’ of nanoparticles covering a large surface area. Bigioni et al.
[10] have, however, also shown that highly ordered assemblies comprising ∼108

close-packed nanoparticles can be formed by seeding growth of the assembly at
the liquid–air interface.

One might now enquire as to the “usefulness” of the various morphologies
shown in Fig. 1.1 when it comes to developing novel nanostructured systems.
Importantly, the majority of the different patterns shown in the figures are each
associated with a particular length scale (or set of length scales). It is this presence
of well-defined correlation lengths which makes the far-from-perfectly-ordered
structures of Fig. 1.1 so interesting. First, the correlation lengths themselves (and
other morphological/topological metrics) betray the influence of substantial long-
ranged cross-talk between the elements of the system. These correlations in turn
can represent a signature of a particular physical/physicochemical process. In
the context of complex system dynamics, therefore, images of the type shown
in Fig. 1.1 prompt questions related to the collective interaction of the nanopar-
ticle units. The patterns shown have typical correlation lengths ranging from of
order 100 nanometres to a few microns. This should be compared with the typ-
ical length scale associated with interparticle interactions which is of order a
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Fig. 1.2. A comparison of patterns formed in (a) phase-separating polymer and (c) binary fluid
systems with those observed in colloidal nanoparticle assemblies ((c) and (d)). Figures (a) and (c)
are reproduced from [13] and [14] respectively.

nanoparticle diameter (∼3 nm). Second, it is gaining control of this long-ranged
collective behaviour that underpins much of the interest in pattern formation in
far-from-equilibrium nanostructured systems.

Certain types of pattern are ubiquitous in nature and appear in a remarkably
wide range of materials and across length scales differing by many orders of mag-
nitude. (We refer the reader to a comprehensive and immensely readable account
of pattern formation in nature written within the last few years by Ball [12].) To
illustrate the ubiquity of the patterns which appear in nanostructured assemblies,
we shall focus on the “worm-like”, labyrinthine, and network structures shown in
Figs. 1.1(c)–(f). Figure 1.2 places images of patterns formed in dewetting poly-
mer films and phase separating binary fluids (Figs. 1.2(a) and (c) respectively)
alongside atomic force micrographs of structures formed in nanoparticle assem-
blies (Figs. 1.2(b) and (d)). The qualitative similarity between Figs. 1.2(a) and
(b) and between Figs. 1.2(c) and (d) is striking. Although close similarities in
pattern formation of course do not necessarily arise from parallels in underlying
physical/chemical behaviour, it is nevertheless important to note that polymer, bi-
nary fluid, and colloidal nanoparticle systems indeed share a number of common
features. These include the influence of spinodal phase separation [3,4], nucle-
ation and growth, and convective fluid flow on the evolution of the system. (We
return to the question of the evolution/dynamics of pattern formation in Section 4
below.)

A structural motif which appears repeatedly in nanoparticle assemblies is the
cellular network [7,8,15]. (Cellular in this case refers to the geometric cells
(polygons) comprising the network and does not allude to biological cells.) We
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Fig. 1.3. Cellular networks in nature: (a) the microstructure of a cork [16]; (b) the cellular pattern
formed on the hide of a giraffe; (c) the Giant’s Causeway in Co. Antrim, Northern Ireland [17]; and
(d) a frame taken from the Virgo Consortium Millennium simulation of the evolution of a structure
in the Universe [18]. For color, see Color Plate Section.

have observed a cellular morphology ranging from relatively simple networks
which are associated with a single correlation length (see, for example, Mar-
tin et al. [8]) to the rather more complex structures shown in Figs. 1.1(e) and
(f) which comprise multi-level hierarchies of holes. Although the most widely
recognised example is perhaps the foam formed by soap bubbles [15,19], a cel-
lular structure of the type shown in Figs. 1.1(e) and (f) is ubiquitous in nature
(as pointed out by Weaire and Rivier [15]). We show in Fig. 1.3 four examples
of cellular networks ranging from the microstructure of a cork from a wine bot-
tle to the large scale structure of the Universe. What is particularly intriguing
about the morphology/topology of cellular networks is that it is possible, using
the mathematics of statistical mechanics, to write down an equation of state for an
ideal random cellular network which is analogous to the ideal gas law in classi-
cal thermodynamics [15,19]. Just as deviations from the ideal gas law betray the
influence of new physics and chemistry, a statistical study of the structure of a
cellular network (using Voronoi tessellations (see the following section) coupled
with, for example, Lewis’ law and the Aboav–Weaire law [15]) provides key in-
sights into the relative importance of physics and chemistry vs. the mathematics
of space filling in determining the structure of the system.

A particularly interesting example of multi-level network formation in nature
(involving hierarchical distributions of holes/pores of different sizes) is found
in the diverse set of complex microskeletons formed by the family of single-
celled algae known as the diatoms. These fascinating structures were first de-
scribed in detail by Haeckel in the late 19th century [20]. Diatoms—of which
there are estimated to be ∼105 distinct species—are capable of fabricating ex-
quisitely microstructured silica shells which have, ever since the seminal work of
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Fig. 1.4. Mimicking diatom microskeletons in colloidal (inorganic) nanoparticle assemblies.
(a) A SEM image of the valve architecture of Coscinodiscus wailesii (taken from [26]). The scale
bar in this image and all other images represents 1 µm. (b) A tapping mode AFM image of a
1.5 mg/ml solution of C5 thiol-passivated Au nanoparticles (2.2 nm mean diameter) spin cast
(at 4 krpm) onto a native oxide terminated silicon substrate. (c)–(f) AFM images of nanoparticle
array morphologies resulting from spin-casting 1.0, 1.1, 1.25, and 1.5 mg/ml solutions, respec-
tively, onto silicon.

both Haeckel and D’Arcy Thompson [21], fascinated scientist and layman alike.
While many aspects of pattern formation in diatom frustules remain to be eluci-
dated [22–24], the potential for exploitation of this class of algae as a “nanofabri-
cator” technology has garnered a remarkable amount of cross-disciplinary atten-
tion [25].

Although forming an impressively broad assortment of different patterns
[20,23], a distinctive structural theme common to very many species of di-
atom is the hierarchical nature of the shell architecture. A striking example of
this is shown in Fig. 1.4(a), a scanning electron microscope (SEM) image of
the morphology of the valve of Coscinodiscus wailesii [26]. A similar type of
hierarchical patterning is also observed in the (entirely abiotic) gold nanopar-
ticle assembly shown in Fig. 1.4(b). The ability to pattern matter via self-
assembly/self-organisation across a range of different length scales, as exempli-
fied by Figs. 1.4(a) and (b), is an increasingly important goal in nanoscience [27]
and a substantial amount of the intense recent interest in the potential nanotech
applications of diatoms stems from this morphological characteristic. (Moreover,
ground-breaking efforts by Oliver et al. [22] have resulted in the fabrication of
artificial diatom microskeleton forms via advanced inorganic morphosynthesis.)
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The nanoparticle assembly of Fig. 1.4(b) clearly comprises cellular networks—
“foams”—having two very distinct length scales. Of particular significance to
multiple length scale patterning, a short wavelength network formed in the first
monolayer of particles is embedded within a larger cellular structure in the sec-
ond layer, mimicking the hierarchical structuring (at the micron and sub-micron
levels) of the diatom frustules shown in Fig. 1.4(a). We suggest that two distinct
processes with well-defined correlation lengths—namely Marangoni convection
[6] and the coalescence of randomly nucleated holes in the solvent–nanoparticle
film [8]—drive the generation of the micron and sub-micron scale nanoparticle
foams observed in Fig. 1.4(b). (As initially shown by Ge and Brus [3] and con-
firmed in recent simulations by Rabani et al. [4], spinodal decomposition can also
play a role in forming spatially correlated nanoparticle patterns.) Although in pre-
vious works [7,8] we have discussed the ability of far-from-equilibrium assembly
to generate nanostructured cellular networks, the diatom-like, ‘foam within foam’
patterning observed in Fig. 1.4(b) is an entirely new and unexpected nanoparti-
cle array morphology. Its origins may be ascertained from an examination of
Figs. 1.4(c)–(f).

Figures 1.4(c)–(f) show the nanoparticle array morphology arising from spin-
coating progressively more concentrated nanoparticle solutions onto the silicon
substrate. Note the absence of hierarchical patterning in Fig. 1.4(c) and its grad-
ual emergence as the solution concentration is gradually increased. The most
plausible origin of the longer length scale network present in Figs. 1.4(d)–(f) is
the Marangoni effect: a convective flow driven by the temperature gradient im-
posed due to the evaporation of the volatile solvent (in this case, toluene) [6,28].
In Fig. 1.4(d), a polygonal network (whose cells are spaced by approximately
1 micron) of densely packed nanocrystals in the first monolayer is observed and,
as shown in Figs. 1.4(e) and (f), acts as a template for the adsorption of the sec-
ond layer of nanoparticles (Figs. 1.1(e) and (f)). We are confident that there is a
particular scope to program both the degree of network order and the associated
correlation lengths (via, for example, the establishment and control of spatially
well-defined temperature fields during solvent evaporation).

3. Quantifying Morphology and Topology

Although qualitatively striking, it is obviously important to consider metrics that
might be used to classify quantitatively the morphology and topology of the var-
ious nanostructured patterns shown in the previous sections. Not only is this nec-
essary from the perspective of determining, for example, the connectivity and cor-
relations within a given structure but quantitative metrics can be applied to ascer-
tain what parallels might exist between apparently disparate systems. Although
Fourier (and wavelet) analysis can be used to determine correlation lengths and
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Fig. 1.5. The ‘grain growth’ approach to image analysis using Minkowski measures [30]. The
decoration of germs (light grey) with grains (dark grey) that are discrete approximations to circles
(left) and squares (right).

degrees of orientational order, sophisticated complementary methods such as sta-
tistical crystallography [15] and Minkowski morphometry [30] are increasingly
being used to characterise the morphology and topology of nanostructured sys-
tems.

We have previously [7,8] used Voronoi tessellations [15] to elucidate the de-
gree of spatial correlation (i.e. deviations from Poisson statistics) in nanoparticle
assemblies. Mecke et al. [29] pioneered the use of Minkowski functionals in the
analysis of spatial correlations in dewetting polymer films. In 2D, the Minkowski
functionals [30] are reduced to three relatively straight-forward geometric mea-
sures: the total covered area, the total perimeter length, and the Euler character-
istic. This latter measure effectively accounts for the number of interconnected
regions in an image [30] and is of obvious significance if the connectivity of a
nanostructured system is of interest (in, for example, electron transport via per-
colation).

From an image where the centres of mass of the morphological features may
be readily identified, Minkowski analysis may be applied using the method de-
scribed in the review article by de Raedt et al. [30] and schematically shown in
Fig. 1.5. From each initial “germ” (of edge length r = 1) representing the centre
of mass of a feature in the original image (e.g. a hole in an otherwise continu-
ous film or an island of material on a substrate), a square “grain” of edge length
2r+1 is grown and the Minkowski measures are calculated for each grain size or,
more correctly, as a function of the normalised quantity x = r/L where L is the
mean germ separation. Different spatial distributions of the germs will produce
marked differences in plots of the Minkowski measures (perimeter, area, or Euler
characteristic) against x.

A number of groups have discussed the application of Minkowski measures
to the analysis of structure formation in polymer thin films [29,31,32]. Cer-
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Fig. 1.6. A simple schematic illustration of an Au nanoparticle terminated by a 3,5-Bis(benzyl-
oxy)benzylbromide S6G1 dendrimer. For color, see Color Plate Section.

tain classes of pattern, however, specifically those associated with the nucle-
ation and growth of holes or islands, give rise to effectively system-independent
Minkowski characteristics. That is, despite having dramatically different materi-
als characteristics, the same types of spatial correlations are seen in many sys-
tems. What is the origin of these similarities? To attempt to address this question
we will consider a nanoparticle system which is markedly different from that dis-
cussed thus far. In Fig. 1.6 we show a schematic diagram of a gold nanoparticle
where the surface-terminating species is not a simple thiol molecule but a 3,5-
Bis(benzyloxy)benzylbromide S6G1 dendrimer [33,34]—a complex branched
polymer. Dendrimers [35] are increasingly used as stabilising agents for nanopar-
ticle surfaces as they have a well-defined molecular weight, size, and structure
and they can encapsulate both organic and inorganic hosts. We show in the fol-
lowing that despite these significant differences in nanoparticle size and structure,
morphological measures based on Voronoi tessellations and Minkowski function-
als show that there are striking parallels in the structure of assemblies of thiol-
and dendrimer-terminated nanoparticles. Indeed, these parallels extend to entirely
unrelated materials systems such as polymers [8] and small organometallic mole-
cules [36].

Figure 1.7(a) shows the adsorbed “film” formed by S6G1-terminated Au
nanoparticles following spin-coating of a colloidal solution of the particles on a
silicon substrate. The dendrimer-stabilised nanoparticles aggregate to form glob-
ular structures with heights and diameters of order 50 and 250 nm respectively. In
common with previous AFM measurements of spin-coated dendrimer films [37],
we observe a relatively high density of ‘droplets’. What is intriguing, however, is
that even from an initial qualitative appraisal of the images, the positions of the
dendrimer-functionalised nanoparticle droplets appear to be spatially correlated
to some degree (i.e. there are strong deviations from a Poisson-distributed point
set). (This is true also of the images reported by Sano et al. [37].) To put our
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Fig. 1.7. (a) A tapping mode atomic force microscope (AFM) image (40 × 40 µm2) of the film
morphology formed by spin-coating a solution of dendrimer-functionalised Au nanoparticles in
toluene onto a native oxide-terminated Si(111) substrate. Note that the nanoparticles aggregate
to form droplets with a relatively narrow size distribution and with an apparent ordering in their
spatial distribution. (b) A Voronoi tessellation constructed from the centres of the droplets shown
in (a). (c) A histogram of the probability, p(n), of finding an n-sided cell. For color, see Color Plate
Section.

discussion on a firmer quantitative footing, we have carried out Voronoi tessel-
lation and Minkowski functional analyses for the dendrimer–nanoparticle aggre-
gate distributions (see Figs. 1.7(b) and 1.8).

A Voronoi tessellation is the statistical crystallography analog of the Wigner–
Seitz unit cell used extensively in conventional crystallography and condensed
matter science. Briefly, the tessellation shown in Fig. 1.7(b) was constructed by:
(i) identifying the centre of mass of each of the nanoparticle droplets shown in
Fig. 1.7(a), (ii) connecting each centre of mass to its nearest neighbours, and
(iii) finding the perpendicular bisectors of those connecting lines. This produces,
for each droplet, a Voronoi cell (a polygon) which represents the smallest surface
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area associated with that droplet. The subsequent analysis of the distribution of
polygon sidedness (i.e. the number of polygon sides), area, and perimeter length
can yield substantial insights into the physics underlying the formation of a par-
ticular surface morphology. From the distribution of polygon sidedness shown in
Fig. 1.7(b), it is straightforward to calculate a ‘tessellation entropy’ (a quantity
that is obviously very much distinct from the overall thermodynamic entropy of
the system) which is defined in an analogous fashion to the conventional statis-
tical mechanics form: S = −∑

pn ln pn, where pn is the probability associated
with finding an n-sided polygon. For a Poisson point set, the tessellation entropy
is ∼1.75. For the image shown in Fig. 1.7(b), and in common with a number of
other nanostructured systems [7,8], we find an entropy of ∼1.4 (to two significant
figures). That the value of S for the distribution of aggregates shown in Fig. 1.7(a)
falls substantially below that expected for a Poisson distribution is indicative of
the presence of spatial correlations in the nanoparticle arrangement. Moreover, it
is intriguing that a value of S = 1.40(±0.05) is associated with a rather broad
range of nanostructured thin films: could this be indicative of a common origin
for the deviation from Poisson statistics.

To address this question, we have calculated the variation of the Minkowski
measures with ‘grain’ size, as described above. The deviation from a Poisson
point set is also apparent from the Minkowski measure analysis. We show in
Fig. 1.8 the variation of the Euler characteristic, χ , as a function of x for the dis-
tribution of nanoparticle aggregates shown in Fig. 1.7(a). (Note that although in
general it is important to consider variations in all three Minkowski measures, we
focus here on the Euler characteristic as a representative example of the analy-
sis technique.) Figure 1.8(a) is a comparison of the variation in χ for the image
shown in Fig. 1.7(a) with the variation expected for a Poisson point set. The dif-
ference between these quantities is shown in Fig. 1.8(b) where the deviation from
Poisson statistics is clear, in agreement with the Voronoi tessellation analysis of
Fig. 1.7. The Minkowski measures, however, provide substantially more insight
into the morphology and topology of a system. Perhaps more importantly, the
Euler characteristics shown in Fig. 1.8 overlap almost perfectly with those mea-
sured in very different systems including dewetting organometallic thin films [36]
and thiol-passivated Au nanoparticles [8].

How does this similarity in morphological characteristics arise and, in par-
ticular, why are strong deviations from Poisson statistics observed in each of
these systems? Although phenomena such as spinodal decomposition/dewetting
or Marangoni convection are inherently associated with well-defined correlation
lengths, in the systems discussed above and, in particular, that shown in Fig. 1.7,
we have proposed [8] that the deviations from spatially uncorrelated morpholog-
ical features arise simply from coalescence events which wipe out the clustering
that is the signature of a Poisson distribution of points. Brinkmann et al. [38,39]
have previously observed similar strong mesoscopic correlations in the positions
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Fig. 1.8. (a) The variation of the Euler characteristic as a function of normalised grain size (see
text for a discussion) for a point set derived from the centres of the droplets shown in Fig. 1.7(a).
The graph in (b) shows the deviation of the Euler characteristic from that expected for a Poisson
(spatially uncorrelated) distribution of points. For color, see Color Plate Section.

of islands of organic molecules deposited by vacuum sublimation onto silicon
substrates. They attribute the emergence of a cut-off distance in the distribution
of nearest neighbour separations to the merging of neighbouring aggregates ei-
ther via direct coalescence (touching) of two islands or via a ripening phenom-
enon involving overlapping island diffusion fields. Regardless of the coalescence
mechanism, it is from some perspectives remarkable that an undirected assem-
bly process (occurring on a homogeneous substrate) can give rise to such strik-
ing spatial correlations in disparate systems (colloidal nanoparticles vs. vacuum-
deposited organic molecules). An open question relates to the degree to which
the correlations can be tuned or programmed—an issue of obvious importance
for self-organised nanostructured systems.

4. Evolving to Equilibrium

Returning to a consideration of the thiol-passivated nanoparticle patterns shown
in Fig. 1.1, Rabani et al. [4] have put forward an Ising model description
of drying-mediated pattern formation in nanoparticle–solvent films where the
Hamiltonian of Eq. (1) is used within a Monte Carlo algorithm to model the
system dynamics.

(1)H = −εl

∑

ij

li lj − εn

∑

ij

ninj − εnl
∑

ij

nilj − μ
∑

i

li .

This model reproduces many (though certainly not all—see below) of the
types of patterns we [7,8] and others [3] observe experimentally and has also
been shown to yield good agreement with experimental data on the dynamics of
nanoparticle aggregate (i.e. cluster) growth [4]. Equation (1) comprises (from left
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to right) terms describing nanoparticle–nanoparticle, nanoparticle–solvent, and
solvent–solvent interactions, with the final term related to the chemical potential
of the solvent (which accounts for the solvent evaporation rate/vapour pressure).

Changes in the value of the total (global) energy of the system (represented by
the Hamiltonian in Eq. (1)) are used to assign probabilities (via a Boltzmann fac-
tor, exp(−�H

kT
)) for a number of processes to occur (i.e. the standard Metropolis

algorithm Monte Carlo strategy [40] is implemented). In the nanoparticle–solvent
system of interest here, the dynamic processes are limited by Rabani et al. [4]
to solvent evaporation/condensation and nanoparticle hopping on the substrate.
Importantly, nanoparticles do not diffuse on dry substrate: the model restricts
nanoparticle hopping into sites which are occupied with the solvent. As high-
lighted by Rabani et al., it is this coupling between the solvent and nanoparticle
dynamics which gives rise to much of the interesting behaviour of the system.
For certain classes of pattern, the Rabani et al. approach produces remarkable
agreement with experiment [4,8].

The process by which a far-from-equilibrium system approaches its equilib-
rium state is known as coarsening or ripening. Just as the snapshots of patterns
shown in the figures thus far (where each image shows the system at a particular
point in time) exhibit striking system-independent morphologies, coarsening is a
ubiquitous phenomenon which displays a key universal feature: a temporal self-
similarity of the sample morphology. (For an excellent review of coarsening in
2D systems, see Zinke-Allmang [41].) The self-similar nature of the coarsening
process means that the evolution of the system towards equilibrium needs only
one parameter—the fundamental length scale—for its description. This length
scale, r , follows a power-law dependence on time, i.e. r ∼ tγ , where γ is the
growth exponent. Different diffusion mechanisms (which underlie the coarsen-
ing process) give rise to different values of γ (although it is important to note
that knowledge of γ alone is not always sufficient to correctly characterise the
coarsening mechanism). Perhaps of most relevance to the central theme of this
book, the self-similarity inherent in coarsening systems enables a pattern initially
present at the nanometre scale to be preserved and “expanded”, in principle, up
to micron (or larger) length scales.

In recent experiments we have observed a striking coarsening of nanoparticle
assemblies driven by a scanning probe [42]. In this coerced coarsening phenom-
enon, the degree of “pattern expansion” is tunable simply by interrupting the scan
process at a pre-defined time. As the work on probe-induced coarsening is de-
tailed elsewhere [42], we shall instead focus here on an analysis of the evolution
of a nanoparticle assembly (formed in the spinodal regime of solvent evaporation)
using the Monte Carlo simulation described above. Figure 1.9 shows three snap-
shots from a simulation of the evolution of a “spinodal” assembly. It is clear that,
as time progresses, while the average size and spacing of the domains increase,
the general form of the pattern does not change. This is clear from an analysis
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Fig. 1.9. Three frames showing coarsening of a nanoparticle assembly formed by solvent evapora-
tion in the spinodal regime. (Simulation parameters: 1008 × 1008 pixel system with kBT = εl/2,
MR = 30, and a nanoparticle coverage of 30%.) (a) After 39 Monte Carlo steps, the majority of
the solvent has already evaporated leaving only a thin wetting layer around the domains; (b) after
299 MC steps, a visibly increased length scale is present, and (c) after 999 MC steps where the
length scale has clearly increased further. For color, see Color Plate Section.

of the radially averaged Fourier transforms of the images (not shown). With ap-
propriate scaling so that the magnitude of the transform is plotted not against q

(where q represents wavevector) but against q/qmax (where qmax is the value of
q at which the Fourier transform peaks, representing the “signature” length scale
of the system), the Fourier transforms collapse onto a time-independent master
curve [42,47].

As the position of the peak in the radially averaged Fourier transform (qmax)
represents the correlation length of the coarsening system at a given point in time,
by plotting qmax versus MC step number (i.e. time) on a log–log scale, it is pos-
sible to extract the value of the growth exponent, γ . Rabani et al. [4] have shown
that for nanoparticle assemblies comprising ensembles of isolated islands, the
mean island radius scales so that γ = 0.25. An interesting question is whether the
interconnected morphology of the assemblies shown in Fig. 1.9 might produce a
different scaling exponent (i.e. are different diffusion pathways active?). Both ex-
perimental data [42] and the results of MC simulations (see Fig. 1.10(a)) indicate
that the exponent of 0.25 is preserved in the spinodal regime. Figure 1.10(a) is
a log–log plot of qmax vs. number of MC steps and it is clear that the slope of
the graph asymptotically approaches −0.25 (the negative sign arises because in
this case we have plotted wavevector rather than wavelength against time). We
have recently verified that the 0.25 exponent derived from Fig. 1.10(a) for a rel-
atively short simulation time does not change for simulation times up to a few
hundred thousand MC steps. That is, in Fig. 1.10(a) the system has reached the
appropriate scaling regime.

We have also examined the evolution of the various Minkowski measures for
the nanoparticle assembly shown in Fig. 1.9. Intuitively, the boundary length,
U , of this structure will decrease over time. This can be used as a measure of
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Fig. 1.10. Analysis of the scaling regime in the evolution of a ‘spinodal’ nanoparticle assembly
showing (a) the evolution of the peak in the 2D FFT, and (b) the evolution of the length scale
L = Atotal/U of the pattern (where U is the total perimeter length—a 2D Minkowski measure).
Both reveal an approach to an exponent of 1/4. For color, see Color Plate Section.

the length scale of the pattern. We can define a length scale, L = Atotal/U ,
where Atotal is the total area of the simulation grid. L is then a measure of the
mean size of features in the image and, as shown in Fig. 1.10(b), this quantity
follows the same growth law (γ = 0.25) as the peak in the Fourier transform.
More importantly, Minkowski measures can be used to demonstrate that despite
an increasing length scale, the pattern retains the same morphology. If the Euler
characteristic scales in the same manner as the perimeter, then the pattern can be
said to be morphologically stable. The value of χ/U should tend to a constant,
and the value of d(χ/U)

dt
should therefore tend to zero. This is indeed the case:

such a plot drops to within 10−4 of zero after 100 MC steps, and after 400 MC
steps there is an even clustering around zero.

Finally, despite its ability to accurately (and impressively) reproduce many of
the patterns observed experimentally in colloidal nanoparticle assemblies (and
their associated dynamics), there are a number of very important limitations
of the Monte Carlo model described above. Many of the key limitations stem
from the fact that only solvent evaporation or condensation is incorporated in
the algorithm—there is no flow of solvent possible. In other words, although the
nanoparticles hop on the substrate, the solvent molecules do not diffuse from site
to site.

This restriction in turn means that the effects of convective solvent dewetting
cannot be reproduced in the Monte Carlo code. To build in convective dewetting
processes requires not only a consideration of solvent diffusion but the modelling
of a solvent film which can have local 2D or 3D character in different regions of
the surface. (We are currently developing code which incorporates dewetting phe-
nomena of this type [43].) Important additional effects not built into the model—
and pointed out by Rabani et al. [4] in the conclusions of their paper—are hydro-
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dynamics driven by Marangoni convection [6,7] and front instabilities (which the
results of our recent experiments [44] suggest are strongly mediated by solvent
dewetting). These front instabilities give rise to structures very reminiscent of the
“viscous fingering” patterns observed in a range of systems including mixtures
of viscous and inviscid fluids and solidification from a melt. What is of partic-
ular importance is that each of these effects can be, in essence, “programmed”
by varying the substrate chemistry, opening new avenues of research in directed
assembly of nanostructured systems [42].

5. Conclusions

Colloidal nanoparticle assemblies represent a fascinating archetype for the study
of self-assembly, self-organisation, and pattern formation in nanostructured sys-
tems. Many complex and intricate patterns result from a rather simple experiment
where droplets of colloidal solution are deposited or spun onto solid substrates.
Despite the simplicity of the experiment, a variety of complex physicochemi-
cal effects give rise to intricate (but generally spatially correlated) patterns rang-
ing from isolated nanoscale droplets through labyrinthine structures to fractal
branches. In this chapter some of the phenomena underlying the origin and evo-
lution of patterns in nanoparticle assemblies have been described but in many
ways we (i.e. the nanoscience research community) have barely “scratched the
surface” both in terms of our understanding of self-assembly and, of key impor-
tance, in developing protocols to reliably tune or, more excitingly, program the
assembly/organisation process.

Pioneering steps in controlling the assembly of nanoparticle arrays have been
made by a number of groups (including Refs. [3,4,10,45,46] amongst others)
but it is clear that even in arguably the most basic colloidal nanoparticle sys-
tem (thiol-passivated Au clusters) there is a very wide parameter space associ-
ated with pattern formation. When one considers the broad variety of functional
groups that can be added to either the nanoparticle or the substrate surface, the
parameter space associated with pattern formation becomes not just wide but
vast! As such, we can expect to continue to see (for quite some time) a wealth of
exciting fundamental and applied science on self-assembly and self-organisation
in colloidal nanoparticle arrays.

Arguably, however, the most exciting element of the self-assembly/self-
organisation processes described above lies in their potential to lead to pro-
grammable assembly of matter. Software compilation of matter from individual
molecules forms the core of the molecular manufacturing concept pioneered by
K. Eric Drexler in his book Nanosystems [48]. Although molecular manufac-
turing is an extremely controversial subject within the nanoscience community
(see, for example, [49–52]), at its core lies an important and demonstrably valid
idea: computer-controlled single molecule chemistry. In the Drexler scheme, the
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position of each atom in a macroscopic structure is completely defined and the
structure is assembled via entirely deterministic molecular trajectories.

An alternative approach to the realisation of programmable matter is to tune the
pattern-forming processes described above. This could be achieved via a variety
of physicochemical parameters including electric and magnetic field strengths
(and/or frequencies, phases, etc.), pH differences, and optical wavefields. Of
course, the exploitation of one or more of these parameters in directed self-
organisation necessitates a careful consideration of the thermodynamic and ki-
netic constraints on a particular system and thus, although a number of groups are
currently pursuing research programmes involving directed assembly, progress
is relatively slow. Nevertheless, a number of approaches—including the use of
genetic algorithms to tune a nanostructured system towards a particular type of
non-equilibrium state—appear viable and we are confident that in the next decade
important advances will be made in the area perhaps best described as “matter
compilation”.
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