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Abstract
This paper is a contribution to the literature on aid and growth. Despite an extensive existing empirical literature in this area, studies have not paid much attention to the importance of transmission mechanisms in determining the influence of aid inflows on growth rates. In other words, existing studies have failed to specify the mechanisms via which aid should affect growth. We identify investment as the most significant transmission mechanism, and also consider effects of aid via government spending and imports. With the use of residual generated regressors, we estimate the total effect of aid on growth, accounting for the effect via investment. Pooled panel results for a sample of sub-Saharan African countries over the period 1970 to 1997 point to a highly significant positive effect of foreign aid on growth. On average, each one percentage point increase in the aid/GNP ratio adds one-third of one percentage point to the growth rate. The results are robust to issues of endogeneity, outliers and country-specific effects. Africa’s poor growth record should not therefore be attributed to aid ineffectiveness.
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1. INTRODUCTION

A fundamental argument for aid, at least on economic grounds, is that it contributes to economic growth in recipient countries – a testable hypothesis. Two recent papers have breathed new life into the empirical question of aid effectiveness. Burnside and Dollar (2000) find that when other determinants of growth are controlled for, especially an indicator of economic policy, aid has no effect. Aid only makes a positive contribution to growth in those countries with high values for the policy indicator; if policy is poor, aid is ineffective. This result is explained by the tendency of recipients, especially if they have poor policies, to divert aid to government consumption spending rather than using it to finance growth-promoting investment (Burnside and Dollar, 2000: 863). Hansen and Tarp (2001) beg to differ. Using essentially the same data for the same sample, but with different specifications and estimators, they find that aid does have a positive effect on growth and this result is not conditional on policy. The jury is out.

This paper is not an attempt to resolve disputes in the literature. Rather, we want to focus on a particular issue – the treatment of investment in the specification of the growth equation. Burnside and Dollar (2000, hereafter BD) argue that aid adds to investment whereas policy determines the productivity of investment and therefore include an ‘aid×policy’ interaction term but exclude investment. Hansen and Tarp (2001, hereafter HT) acknowledge that the implicit growth theory will have investment, not aid, as an argument. They present some results including aid and investment. In general, aid is not significant in these regressions, but they do find that aid is a significant determinant of investment.

This represents a deficiency in the existing aid effectiveness literature. Aid is intended to affect growth via its effect on investment. However, not all aid is intended for investment, and not all investment is financed by aid. If one adopts the approach of omitting investment, the regression is misspecified and the estimated coefficient on aid is biased (downward, as a significant proportion of aid is not used for investment). If one includes aid and investment, there is double counting (as some aid is used for investment), and the coefficient on aid is again biased downwards. We propose the technique of generated regressors to address this problem.
The analysis is conducted for a sample of 24 sub Sahara African (SSA) countries. There is considerable evidence in the empirical growth literature that SSA countries are different. It is generally the case that in cross-country growth regressions an ‘Africa’ dummy is negative and significant (Collier and Gunning, 1999). Furthermore, they tend to be major aid recipients. Despite large aid inflows, SSA countries on average experienced only 0.6% growth in real per capita GDP per annum over the period 1970 to 1997, and only six of the 24 in our sample have managed to upgrade to the group of middle income countries.¹ A priori, this may appear to be a case of aid ineffectiveness. If aid has been misused and ineffective, we should find evidence of this in a sample comprising SSA countries.

Whilst our specific focus is on the treatment of aid and investment, it is clear from the aid effectiveness literature that any effect of aid on growth is indirect. Section 2 presents a brief discussion of the various factors that mediate the effect of aid on growth, what we refer to as the transmission mechanisms. In addition to investment, aid may affect growth via effects on government spending or imports. The data used and econometric methods are discussed in Section 3 (with further details in the Appendices). Section 4 presents the empirical results. Finally, Section 5 concludes with directions for future research.

II. TRANSMISSION MECHANISMS

Although there have been major advances in growth theory, the conceptual underpinning of the link between aid and growth remains rooted (implicitly if not explicitly) in the two-gap model pioneered by Chenery and Strout (1966). The analytical framework is grounded in a Harrod-Domar growth model where savings are needed to fund the investment required to attain a target growth rate, conditional on the productivity of capital. Poor countries lack sufficient resources to finance investment and imports of capital goods and technology. Aid to finance investment can directly fill the savings-investment gap and, as it is in the form of hard currency, can fill the foreign exchange gap. As official aid is issued to government, it can also fund government spending and compensate for a small domestic tax base. Bacha (1990) demonstrates that government fiscal behaviour represents an important channel through which aid flows can influence

¹ Botswana, Gabon, Mauritius, Seychelles, South Africa and Swaziland according to World Bank (2000) classification.
growth. Recent studies also highlight the potential importance of government policy as a determinant of the effects of aid. Figure 1 summarises the potential linkages between aid and growth.

![Figure 1. Transmission Mechanisms for Aid to Growth](image)

A proper framework to study how aid works should address all of these interactions. The analysis here focuses on the effect of aid on growth taking into account the transmission mechanisms of investment, trade (imports) and fiscal behaviour (government consumption spending). If aid finances investment then, conditional on the productivity of investment, that aid contributes to growth. Low-income countries will need to import capital goods and intermediate inputs (and in most cases fuel), but export earnings are often low and volatile. Aid can finance necessary imports, so this is a potential transmission mechanism. If aid is treated as fungible, so that funds intended for investment are diverted to recurrent expenditures, effectiveness should be reduced. This is addressed by considering government consumption as a (constraining) transmission mechanism. The basic approach is to identify if aid determines the transmission variables. If it does, this effect is accounted for in estimating the aid-growth relationship.

There are two reasons why we do not pursue the transmission mechanism via government policy in this paper. First, the conventional view, at least in the context of cross-country
growth regressions, is that it is difficult to establish that aid affects policy (BD; World Bank, 1998). In simple terms, the nature of this transmission mechanism and how to model it is not well understood. We would therefore expect this mechanism to be weak in cross-country regressions. Second, recent work on aid effectiveness incorporates policy indicators as control variables, and we do this. It is an empirical question as to whether one can identify an effect of aid controlling for policy variables, or an aid×policy term is required.

Another issue we do not incorporate is the tendency for SSA countries to be subject to political and economic instability. Relative to other regions, SSA is especially susceptible to climatic and agricultural risk and especially vulnerable to terms of trade shocks, famines, political conflict, droughts and, more recently, floods. Guillaumont et al (1999) find that SSA has higher levels of primary instabilities (political, climatic and terms of trade) than other developing country regions. Such vulnerability is a source of ‘economic uncertainty’ that may reduce growth rates and help to explain aid ineffectiveness. Lensink and Morrissey (2000) use aid instability, deviations of aid from a trend incorporating adaptive expectations, as a measure of uncertainty. They find that when one controls for such uncertainty in the aid-growth regression, the coefficient on aid is positive and significant whereas the coefficient on the aid instability measure is negative and significant. This result holds for the sample of SSA countries. They also find that the principal (positive) impact of aid is via its impact on investment, a result corroborated by HT.

There is related evidence for the importance of instability or uncertainty in SSA. Gyimah-Brempong and Traynor (1999) find that political instability has a direct negative effect on growth and also an indirect effect via discouraging investment. Guillaumont et al (1999) find that primary instabilities in SSA reduce growth by distorting economic policy; the rate of investment is volatile, hence the growth rate is lowered. As discussed in the next section, by including policy indicators (notably inflation), a political variable and investment in our specification we hope to pick up some of these effects. We can also try

---

2 The point is that the way in which aid affects policy is complex and will depend on specific, usually unmeasurable, features of the recipient. Furthermore, aid may affect some policies and not others, and may affect policies over varying time spans (often of five and more years). This is a complex research topic in its own right, beyond the scope of this paper.
to account for these omitted variable effects in the estimation (using fixed or random effects estimators).

The specific aim of this paper is to account for the transmission mechanism of aid on growth via investment. Although we concentrate on a sample of SSA countries, we want to relate the results to the recent contributions on aid effectiveness (BD and HT). Consequently, we choose a specification close in spirit to that used in these studies. It is well known that there are many variables that might be significant in cross-country growth regressions, but degrees of freedom considerations and data constraints require choices to be made. The data used here and the estimation techniques are discussed in the next section.

III. DATA AND ESTIMATION ISSUES
Estimation is conducted in a panel of seven four-year periods over 1970-97. Our dependent variable \(GROWTH\) is (period) growth of real per capita GDP (data definitions and sources are provided in Appendix A). Real GDP per capita in the year preceding the period \(GDP0\) is included to capture initial country specific effects.\(^3\) The percentage of population aged 15 or above who have completed primary education \(PRIC15\) and investment as a share of GDP \(INV\) are included as indicators of (additions to) human and physical capital. We use two measures of aid, both expressed as a percentage of GNP and taken from OECD (1999).\(^4\) The first is simply the total of grant aid \(GRANTS\) while total aid \(TAID\) is net ODA (the sum of ODA grants and net loans) excluding food aid and technical cooperation. Squared aid terms \(GRANTSQ\) and \(TAIDSQ\) are included to account for diminishing returns. Most studies of aid effectiveness posit a non-linear relationship and therefore include a squared term (see Morrissey, 2001).

We include a number of indicators of political and economic policy features of the countries. Alesina et al (1992) construct a democracy index \(DEM\) taking values between

---

\(^3\) Many studies, such as BD, use \(\ln GDP0\) rather than \(GDP0\), essentially as the log specification is a test for convergence. As our sample is restricted to SSA and initial GDP is used to control for initial country conditions rather than to test for convergence, we use \(GDP0\). We did include \(\ln GDP0\) in the regressions and the results are similar although significance levels on all variables are reduced, as can be expected given that the transformation \(GDP0\) to \(\ln GDP0\) reduces the variance of the series.

\(^4\) BD use the World Bank EDA aid data, that adds the grant element of concessional loans to pure grants. However, HT demonstrate that OECD and EDA data yield similar results.
1 and 3 based on information on electoral systems. Higher values indicate weaker political rights. Three policy variables are included: the inflation rate (\(INFL\)), government consumption as a share of GDP (\(GCON\)) and imports as a percentage of GDP (\(MGDP\)) as an indicator of openness. The latter two variables also represent potential transmission mechanisms. As we report and discuss later, however, the effect of aid is not mediated by these variables. Hence in the regressions, all three can be interpreted as policy indicators.

The base specification in general terms is therefore (suppressing country and time subscripts, and designating the error term as \(U\)):

\[
g = \beta_c'c + \beta_A A + \beta_E'e + \beta_P'p + U
\]

(1)

The dependent variable is growth (\(g\)) and the measure of aid is designated by \(A\). There are three vectors of other variables. The vector of conditioning variables (\(c\)) includes initial income, investment and human capital. The economic policy indicators (\(e\)) are inflation, government consumption and the import/GDP ratio. The political indicator (\(p\)) is democracy. Descriptive statistics for the data are provided in Appendix Tables A1-A3.

As our panel data has both time and cross-section dimensions, the estimation issues are combinations of those encountered in purely time series or cross section studies. Two core issues that characterise any empirical study based on panel data are endogeneity and country-specific effects. The former relates to problems which arise from the time series dimension whilst the latter results from observing several countries together. We consider each briefly (details are in Appendix B) before discussing the generated regressor technique employed in the analysis.

A critical assumption of OLS is that there is zero correlation between the error term and any explanatory variable. If this is violated, the latter is endogenous and OLS estimates will not be consistent. The standard instrumental variables (IV) solution is to perform a
two stage procedure whereby instruments are used for the endogenous variable. The issue of endogeneity and the appropriate choice of instruments lies at the root of the differences in results of BD and HT. BD initially posit two equations, one in which growth is a function of aid, aid×policy, and vectors of policy and other variables, and a second in which aid itself is a function of the vectors of policy and other variables. Given the likelihood that the error term between these two equations is correlated, they propose a 2SLS estimation in which the first stage is to instrument for aid. They select as instruments variables believed to be important in aid allocation decisions that are not determinants of growth.\(^7\) HT, on the other hand, instrument for aid using its own lagged values (and carry this approach to its logical extreme by also using GMM estimators), justified on the argument that lagged aid is predetermined with respect to growth in the subsequent period. The results are very different, and it is generally the case that results using IV techniques are sensitive to the choice of instruments.

We use the Hausman test to investigate whether investment and aid terms are indeed endogenous. This involves comparing the results of OLS and IV regressions (using the Sargan test for the validity of instruments). The test strongly fails to reject the null hypothesis that regressors and error term are uncorrelated (Appendix B, Table B1). Consequently, in our sample, we find no evidence of the need to use instruments.

Another problem frequently encountered in estimation relates to outliers, values of the dependent variable that are unusual, given the values of the explanatory variables (response outliers), or unusual values of an explanatory variable (design outliers). The inclusion or exclusion of outliers, especially if the sample size is small, can substantially alter the results of regression analysis. If useful generalisations are to be drawn, it becomes important to ensure that the results reflect what is going on in the majority of the sample rather than being driven by a few outlying observations only.

In the empirical literature, various approaches have been used to address the issue of outliers. In some cases, the regression model is re-estimated iteratively omitting one

---

6 The difficulty of measuring openness is recognised in the literature. This measure is however chosen as it also reflects a transmission mechanism.
7 BD (p. 862) report the IV regression for aid for low-income countries. While the explanatory power is good, the most significant determinants are initial GDP and population. The former at least would be expected to be correlated with growth.
observation at a time with the aim of identifying that which exerts a significant influence on the set of estimates. This is known as the ‘deletion method’. It would clearly be quite a cumbersome process, especially for a large data set. In other cases, observations with high residuals are excluded from the sample. Both procedures can be seen as part of a sensitivity analysis after the main results have been obtained. It is also quite common to omit data points with extreme values of the explanatory variables. Several standard deviations away from the mean value can define extreme values. There is an element of subjectivity associated with this definition. For example, BD dropped observations that are five standard deviations away from the average data point, whereas HT dropped those which are two standard deviations away. We have here chosen an alternative method – robust regression (Rousseeuw and Leroy, 1987), detailed in Appendix B.

Robust regression, which retain all observations but attaches lower weight to outliers, is used throughout this paper. Gabon and Botswana are identified as outliers when the ‘data points taking extreme values’ approach is used and they both receive the lowest weights in the estimations. This could be anticipated as both are countries that have used effectively their natural resources, oil in the case of Gabon and diamonds in the case of Botswana. The advantage with the robust estimation procedure is that it minimises the influence of outlying observations on the estimated equation rather than omitting them altogether from an already small sample of which they are part.

Another inherent problem in panel growth regressions is that one is observing a relationship across countries, hence there is potential heterogeneity. SSA countries are similar to each other in respect to some structural characteristics, relating mainly to their stage of economic and political development and climatic conditions. However, they comprise a heterogeneous group of countries in terms of size, population, level of GDP, institutional arrangements, resource endowments and so on. While we try to control for many of these variables (and robust estimation accounts for some of the problems), we cannot discount the possibility of country-specific effects due to omitted variables.

In a dynamic panel model, like the growth equation we consider, the basic difficulty with fixed effects lies in the fact that their presence renders the lagged dependent variable (\(GDPO\)) correlated with the equation disturbance. The standard ‘within’ transformation typically used in static models fails to deliver consistent estimators as it would not
eliminate the fixed effects. A popular way of circumventing this problem is to remove the fixed effects via first differencing and then use variants of the instrumental variable estimation technique (e.g. GMM). We tried using lagged values of GDP and other covariates as instruments in the first-differenced (i.e. growth rate of growth) equations in the spirit of Arellano and Bond (1991), but results were not robust - small changes in the instrumental variables set produced dramatic variations in the estimated coefficients. Furthermore, in addition to reducing the sample size, the first difference transformation seems to result in loss of most of the variation and covariation in the data (see Appendix A).

We abandoned the GMM approach on theoretical grounds also. Recently the fundamental assumption of pooling individual times series data has been questioned. Robertson and Symons (1992) and Pesaran and Smith (1995) demonstrate that standard GMM estimators of the type discussed above lead to invalid inference if the response parameters are characterised by heterogeneity. For example, suppose that the response to a percentage increase in aid differs systematically across countries (a realistic assumption). In a pooled regression, the aim is of course to identify the average (across countries) effect of aid on growth. What Robertson and Symons (1992) and Pesaran and Smith (1995) have convincingly demonstrated is that in these circumstances standard panel GMM estimators will not deliver unbiased estimates of the mean effect. The latter went on to argue that since valid instruments are hard to come by for heterogeneous dynamic panels, one is better to average parameters from individual time series regressions. This is not feasible in our context, as the individual countries’ time series lengths are not adequate (we only have seven time periods, due to the period averaging).

Another theoretical reason why GMM is not suitable for our purpose has to do with the fact that we are using a generated regressor, in the hope of accounting for the transmission mechanisms in the aid-growth relationship. It is not obvious how standard panel GMM estimators could handle generated regressors, and to our knowledge the problem has not yet been addressed in the econometric literature. For these reasons, we do not employ GMM techniques.

**Residual Generated Regressors**

It has become common practice to estimate regression equations in which constructed
variables appear. The most popular method to generate regressors is to use predicted values or residuals from a supplementary regression (indeed, IV is an example of the former). Given the prevalence of such models, Pagan (1984) presented ‘a fairly complete treatment’ of the econometric issues underlying regressions with generated variables. As this is the method we use to incorporate transmission mechanisms, a brief discussion is in order. Formally, the approach is a special case of the following general model (in matrix form):

\[
\begin{align*}
Y &= \mu X^* + \gamma (X-X^*) + U \\
X &= X^* + \eta = \omega Z + \eta
\end{align*}
\]

The expression \((X-X^*)\) represents that part of \(X\) which is explained by factors other than \(Z\). Equation 2b estimates the relationship between \(Z\) and \(X\) such that \(\omega\) gives a measure of the strength of the link that exists between them. Two procedures have been proposed to estimate models of this form. One could maximise the log likelihood function and obtain the maximum likelihood estimators \(\hat{\mu}, \hat{\gamma}\) and \(\hat{\omega}\). Alternatively, one could construct the two-step estimators \(\hat{\gamma}\) and \(\hat{\mu}\) by first estimating (2b) and then regressing \(y\) against \(\hat{X}\) and \((X - \hat{X})\). Pagan (1984) shows that the two-step procedure gives asymptotically efficient estimates and that TSLS estimates will provide the correct values for the standard error of \(\hat{\mu}\).

However, if the variance estimator of the residual-generated regressor converges to \(\sigma^2_u\), OLS would seem to provide correct estimates for the standard error of \(\hat{\gamma}\). In our study, \(\mu\) = 0, i.e. we construct the generated regressor using only the residuals from a supplementary equation. This implies that OLS gives us the correct estimates of variance as well as efficient coefficient estimates. This conclusion is independent of whether (2a) includes additional regressors or/and the latter appear in the matrix \(Z\) – in our case, aid appears in (2b). Hence, the use of residuals does not invalidate the inferences made and coefficient estimates are efficient.

We construct the variable representing that part of investment that is not attributed to aid (\(INVRES\)) using residuals from an aid-investment bivariate regression (capturing the transmission from aid to investment). \(INVRES\) is the estimate of \(\kappa_1\) from the regression
\( INV = \kappa_1 + \kappa_2 \text{AID}. \) \(^8\) We then substitute \( INVRES \) for \( INV \) in the growth regression. It is worth noting that this transformation affects only the estimated coefficient on the aid variables. This can easily be demonstrated in general terms. Suppose the initial regression is:

\[
g = \beta_1 X + \beta_2 A + \beta^T z + U \tag{1a}
\]

where \( z \) is the vector of other variables, substituting \( X = \kappa_1 + \kappa_2 A \):

\[
g = \beta_1 (X - \kappa_2 A) + \beta_2 (\kappa_2 A) + \beta^T z + U \tag{1b}
\]

or

\[
g = \beta_1 \kappa_1 + (\beta_1 \kappa_2 + \beta_2) A + \beta^T z + U \tag{1c}
\]

Thus, it is clear that only the coefficient on the aid variable is altered. In cases where the ‘transmission’ variable (\( X \)) has a positive effect on growth, and aid has a positive effect on the variable, this method will provide for a larger coefficient on aid. If the variable has a negative effect on growth, and aid is a positive determinant of the variable, the coefficient on aid is reduced. If it transpires that aid is not a determinant of the variable, there is no effect and the method is not used.

**IV. RESULTS AND DISCUSSION**

Our basic specification is:

\[
GROWTH_{it} = \delta_0 + \delta_1 GDP0_{i,t-1} + \delta_2 PRIC15_{it} + \delta_3 INV_{it} + \delta_4 DEM_{it} + \delta_5 INFL_{it} + \delta_6 GCON_{it} + \delta_7 MGDP_{it} + \delta_8 AID_{it} + \delta_9 AIDSQ_{it} + u_{it} \tag{3}
\]

The variables are discussed in Section 3 above. Three potential transmission variables are included (\( INV, GCON \) and \( MGDP \)). We first test if these are indeed transmission mechanisms for the effect of aid, and the results are reported below. It transpires that aid

---

\(^8\) Two other approaches have been explored to quantify the total effect of aid on growth – a system of equations and deriving \( \kappa_2 \) from an investment regression where aid is only one of the explanatory variables. Here, we focus on the residual generated regressor approach.
is only a significant determinant of investment and imports, among these variables, but only investment is a significant determinant of growth. We then present and discuss our final set of results.

IV.i Transmission Mechanisms

The investment regression is given as:

\[
INV_{it} = \beta_0 + \beta_1 INV_{i,t-1} + \beta_2 PRIC15_{it} + \beta_3 INFL_{it} + \beta_4 GASTILSI_{i} + \beta_5 LNCRD_{it} + \\
\beta_6 AID_{it} + \beta_7 AIDSQ_{it} + \epsilon_{it}
\]  

We use \( INV \) as the dependent variable to investigate if this transmission mechanism is operational. To account for the dependence of current investment levels on physical and human capital stock, we include one period lagged investment and percentage of population aged 15 or above who have completed primary education (\( PRIC15 \)). The policy and political indicator comprise the inflation rate (\( INFL \)) and Gastils index of rights (\( GASTILS \)). The latter takes values between 1 and 7, where higher values indicate less freedom. With regards to the widely acknowledged view that finance is the key to investment, we include logarithm of credit available to private sectors (% of total domestic credit) in addition to foreign aid as an alternative source of finance. Table 1 presents the set of estimates.

The regressions generate coefficient estimates with the expected signs. We obtain evidence of a highly significant positive effect of aid on investment. On average, an increase in \( GRANTS \) and \( TAID \) by one percentage point raises the investment share in GDP by about 0.33 and 0.53 percentage points respectively. As expected, \( TAID \) is more important both in terms of magnitude and significance. Results appear to suggest that investment is a significant transmission mechanism and therefore it is necessary to consider the ‘double-counting’ problem.

Table 1: Pooled OLS Investment regressions
<table>
<thead>
<tr>
<th></th>
<th>INV</th>
<th>INV</th>
</tr>
</thead>
<tbody>
<tr>
<td>INV_1</td>
<td>0.785</td>
<td>0.799</td>
</tr>
<tr>
<td></td>
<td>(5.51)***</td>
<td>(5.69)***</td>
</tr>
<tr>
<td>GASTILS</td>
<td>-0.902</td>
<td>-0.984</td>
</tr>
<tr>
<td></td>
<td>(2.59)**</td>
<td>(2.94)***</td>
</tr>
<tr>
<td>PRIC15</td>
<td>0.275</td>
<td>0.290</td>
</tr>
<tr>
<td></td>
<td>(1.80)*</td>
<td>(1.94)*</td>
</tr>
<tr>
<td>LNCRED</td>
<td>1.773</td>
<td>2.005</td>
</tr>
<tr>
<td></td>
<td>(2.79)***</td>
<td>(3.04)***</td>
</tr>
<tr>
<td>INFL</td>
<td>-0.003</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(2.43)**</td>
<td>(1.69)*</td>
</tr>
<tr>
<td>GRANTS</td>
<td>0.333</td>
<td>0.528</td>
</tr>
<tr>
<td></td>
<td>(2.09)**</td>
<td>(3.04)***</td>
</tr>
<tr>
<td>GRANTSQ</td>
<td>-0.007</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>(2.77)***</td>
<td>(3.56)***</td>
</tr>
<tr>
<td>TAID</td>
<td>0.528</td>
<td>0.528</td>
</tr>
<tr>
<td></td>
<td>(3.04)***</td>
<td>(3.04)***</td>
</tr>
<tr>
<td>TAIDSQ</td>
<td>-0.012</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>(3.56)***</td>
<td>(3.56)***</td>
</tr>
<tr>
<td>Constant</td>
<td>-2.074</td>
<td>-4.341</td>
</tr>
<tr>
<td></td>
<td>(0.54)</td>
<td>(1.06)</td>
</tr>
</tbody>
</table>

Observations: 126  
R-squared: 0.65 0.65  
F-Stat: 27.17 22.91  
Prob>F-Stat: 0.00 0.00

Notes: All regressions run in a panel of seven four-year periods over 1970-97. Time dummies included in all regressions. Absolute t-values based on White heteroscedasticity-consistent standard errors are reported in brackets.  
* Significant at 10% level.  ** 5% level.  *** 1% level. F-Stat tests the joint significance of all coefficients.

The import regression is given as:

\[ MGDP_{it} = \eta_0 + \eta_1 XGDP + \eta_2 AID_{it} + \eta_3 TOT_{it} + \eta_4 ER_{it} + \eta_5 BMP_{it} + \eta_6 CFA + e_{it} \]  \hspace{1cm} (5)

Table 2: Pooled OLS Imports regressions

<table>
<thead>
<tr>
<th>IMPORT</th>
<th>IMPORT</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMPORT</td>
<td>IMPORT</td>
</tr>
</tbody>
</table>
\[
\begin{array}{lcc}
\text{XGDP} & 0.614 & 0.610 \\
 & (5.51)*** & (5.50)*** \\
\text{GRANTS} & 0.921 & \\
 & (3.24)*** & \\
\text{TAID} & 0.713 & \\
 & (3.42)*** & \\
\text{TOT} & -0.045 & -0.049 \\
 & (2.04)** & (2.14)** \\
\text{RER} & -0.003 & -0.004 \\
 & (1.96)* & (2.07)** \\
\text{BMP} & -0.027 & -0.029 \\
 & (2.02)** & (2.07)** \\
\text{CFA} & -6.236 & -6.187 \\
 & (1.80)* & (1.75)* \\
\text{Constant} & 22.095 & 25.115 \\
 & (3.16)*** & (3.24)*** \\
\end{array}
\]

<table>
<thead>
<tr>
<th>Observations</th>
<th>131</th>
<th>131</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-squared</td>
<td>0.33</td>
<td>0.31</td>
</tr>
<tr>
<td>F-Stat</td>
<td>13.36</td>
<td>14.01</td>
</tr>
<tr>
<td>Prob&gt;F-Stat</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Notes: As for Table 1.

We use \(MGDP\) as the dependent variable. Exports are introduced as an additional source of financing imports, other than aid flows. Three indicators of the trade environment are included: terms of trade (\(TOT\)), real exchange rate (\(ER\)), black market premium (\(BMP\)) and a dummy (\(CFA\)) that takes value of 1 for countries which are members in CFA franc zone.

Overall, the regressions perform well (Table 2). The chosen specification explains at least 30% of the variation in the dependent variable. Aid flows seem to be a significant source of finance for imports (as would be expected). On average, a one percentage point increase in \(GRANTS\) increases imports by 0.9 percentage points, whilst each extra percentage point of \(TAID\) adds 0.7 percentage points to the share of imports in GDP. Based on these estimates, it would appear that imports are a potential transmission mechanism.

We use government consumption as a share of GDP (\(GCON\)) as our dependent variable to estimate the following equation:
Public sector decision-makers allocate revenue among various expenditure categories. Stated differently, government revenue determines government expenditure. Thus, we consider both domestic and foreign sources of government revenue as determinants of government consumption – total tax revenue as a share of GDP (TRGDP), inflation (INFL) to represent seignorage, external debt as a share of GDP (EXTDEBT) and foreign aid flows (AID). Finally, in recognition of the fact that features of the existing political institution influences allocation of government resources, we introduce STATE (Englebert, 2000). The latter takes value of 1 (0 otherwise) for legitimate countries which are believed to have more efficient governments. Table 3 presents the estimation results.
In general, the regressions perform reasonably well. They explain about 50% of the variation in government consumption. All variables enter with the expected signs. However, the results suggest that aid flows do not tend to finance government non-productive expenditure. Instead, it seems that governments in SSA countries rely quite significantly on distortionary taxes and seignorage to finance their recurrent spending. Consequently, we assume that the coefficient on $GCON$ in aid-growth regressions does not include any substantial indirect effect of aid. Note that these results do not support the common assertion that aid is fungible (although the regressions are not a direct test of this), at least for this sample.

**IV.ii Aid-Growth Regressions**

Having identified that investment and imports are the main transmission mechanisms through which aid affects growth rates, we now report the estimation results of the growth model as specified by equation (1). Table 4 presents the robust aid-growth regressions. All variables enter with the expected sign except for $GDPO$. Since $TAID$ excludes food aid (which does not directly affect growth) and technical cooperation (which might influence growth but with a long time lag), as expected it has a slightly larger impact on growth than $GRANTS$. An extra percentage point of $GRANTS$ and $TAID$ disbursed is estimated to increase growth rates by about 0.16 and 0.17 percentage points respectively. Interestingly, we find that the lagged effect of aid on growth is more important than its immediate impact. The negatively signed aid squared terms are consistent with the proposition of an aid Laffer curve (Lensink and White, 2001), or more generally diminishing returns to aid.

By including both transmission mechanisms and aid in our regressions, the total effect of aid on growth is spread out across the coefficients on these variables. The coefficient on our aid term will be an incorrect measure of overall aid effectiveness. Thus, we use the residual generated regressor to overcome this problem. The results suggest that the significant impact of aid on imports does not translate into any important growth effects. Consequently, the investment term is the only relevant transmission mechanism.

**Table 4: Robust Aid-Growth Regressions**

<table>
<thead>
<tr>
<th>Effect of current aid</th>
<th>Effect of lagged aid</th>
</tr>
</thead>
</table>


<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPO</td>
<td>0.001</td>
<td>0.001</td>
<td>(2.38)**</td>
<td>0.001</td>
</tr>
<tr>
<td>PRIC15</td>
<td>0.212</td>
<td>0.205</td>
<td>(3.09)**</td>
<td>0.182</td>
</tr>
<tr>
<td>INV</td>
<td>0.109</td>
<td>0.111</td>
<td>(4.42)**</td>
<td>0.105</td>
</tr>
<tr>
<td>DEM</td>
<td>-1.261</td>
<td>-1.328</td>
<td>(3.52)**</td>
<td>-1.287</td>
</tr>
<tr>
<td>INFL</td>
<td>-0.004</td>
<td>-0.004</td>
<td>(2.50)**</td>
<td>-0.004</td>
</tr>
<tr>
<td>GOVCON</td>
<td>-0.149</td>
<td>-0.143</td>
<td>(2.64)**</td>
<td>-0.151</td>
</tr>
<tr>
<td>MGDP</td>
<td>0.002</td>
<td>0.002</td>
<td>(0.22)</td>
<td>0.001</td>
</tr>
<tr>
<td>GRANTS</td>
<td>0.161</td>
<td>0.174</td>
<td>(1.89)*</td>
<td>0.111</td>
</tr>
<tr>
<td>GRANTSQ</td>
<td>-0.003</td>
<td>-0.004</td>
<td>(1.69)*</td>
<td>0.105</td>
</tr>
<tr>
<td>TAID</td>
<td>0.265</td>
<td>0.242</td>
<td>(2.59)**</td>
<td>0.006</td>
</tr>
<tr>
<td>TAIDSQ</td>
<td>-0.006</td>
<td>-0.006</td>
<td>(2.22)**</td>
<td>0.000</td>
</tr>
<tr>
<td>Constant</td>
<td>0.525</td>
<td>0.655</td>
<td>(0.32)</td>
<td>0.477</td>
</tr>
</tbody>
</table>

Notes: As for Table 1 except that t-statistics are not based on White-heteroscedasticity-consistent standard errors, as a weighting system is used for the robust regression.

Table 5: Robust Aid-Growth Regressions with INVRES
Table 5 reports the aid-growth regressions in which \(INV_{RES}^{9}\), which can be thought of as that part of \(INV\) that is not a function of aid, has been introduced. The new set of

\[\begin{array}{l}
\text{Table 5 reports the aid-growth regressions in which } INV_{RES}^{9}, \text{ which can be thought of as that part of } INV \text{ that is not a function of aid, has been introduced. The new set of}
\end{array}\]
coefficient estimates for aid variables are greater than in the original model, both in terms of magnitude and significance. This supports our hypothesis that the aid coefficient in a regression including an investment term will be an underestimate of the true effect of aid on growth. An additional percentage point of *GRANTS* and *TAID* disbursed is now estimated to increase growth rates by about 0.31 and 0.32 percentage points respectively. Again, we find that the lagged effect of aid on growth is more important than its immediate impact.

In line with previous studies we find evidence of diminishing returns to aid, but leave to a future paper the task of identifying the critical level of aid/GNP beyond which aid does not contribute to growth. In contrast to studies such as Burnside and Dollar (2000), we find no evidence that aid revenues are used to finance government consumption spending, although we do find that such expenditures have a negative effect on growth. Inflation is included as a (macroeconomic) policy control, and has the expected negative sign. More democratic regimes appear to have higher growth performance (the coefficient on *DEM* is negative). The variables with positive effects on growth are aid, investment, education and initial GDP (i.e. divergence in the sample as countries with higher incomes at the start of the period tended to have higher growth rates during the period).

V. CONCLUSION
Our concern has been to address the question of aid effectiveness in sub-Saharan Africa. Studies of the impact of aid on growth fail to recognise that aid does not have a direct effect; it operates via transmission mechanisms, such as investment or government spending. The contribution of this paper lies in throwing some light on this neglected aspect.

Investment, the most important transmission mechanism, is often omitted from the regressions. As a result, estimated aid coefficients in typical growth regressions suffer from omitted variable bias. However, including an investment term in the regression would lead to identification problems as some of aid finances investment (there will be double-counting). In this paper we use the technique of generated regressors to address this problem. This enables us to identify that part of the effect on growth of the relevant transmission mechanism that is not due to aid, so that double counting and omitted
variable bias problems are avoided.

We apply this method to examine the relationship between aid and growth using a panel of 24 SSA countries over the period 1970 to 1997. Despite large aid inflows, SSA countries on average experienced only 0.6% growth in real per capita GDP per annum over the period. On the face of it, this may appear to be a case of aid ineffectiveness. Our econometric results, which are robust regarding outliers, endogeneity and country-specific effects, consistently show that aid has had a positive effect on growth, largely through aid-financed investment. On average, each one percentage point increase in the aid/GNP ratio adds one-third of one percentage point to the growth rate. Africa’s poor growth record should not therefore be attributed to aid ineffectiveness.
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APPENDIX A. DEFINITIONS AND SOURCES OF DATA

**GROWTH**: growth of real GDP per capita

**GDPO**: real GDP per capita (in the year preceding the period).

**PRIC15**: population aged 15 or above having completed primary education, (%), at beginning of each period. Source: Barro and Lee Data Set, (Harvard CID-World Bank).

**INV**: gross domestic investment (% of GDP)

**DEM**: democracy index, in 1970 and 1982; values between 1 and 3 with lower values being more democratic. Source: Alesina et al (1992).

**INFL**: inflation rate.

**GCON**: government consumption (% of GDP)

**MGDP**: imports (% of GDP)

**XGDP**: exports (% of GDP)

**TOT**: terms of trade

**ER**: real exchange rate, calculated from the nominal exchange rate figures.

**BMP**: black market premium. Source: Global Development Data.

**CFA**: dummy takes value of 1 for CFA franc zone member countries and 0 otherwise. Source: Hadjimichael et al (1995).

**CRED**: credit available to private sector (% of total domestic credit)

**GASTILS**: Gastils Political Rights index. Source: Easterly and Levine data, downloaded from the World Bank Data Surfer website.


**TRGDP**: total tax revenue (% of GDP)

**EXTDEBT**: external debt (% of GDP)

**STATE**: dummy takes value of 1 for legitimate countries and 0 otherwise. Source: Englebert(2000).

Table A1 Summary Statistics for Cross-Section Data

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>GROWTH</td>
<td>34</td>
<td>0.660</td>
<td>3.750</td>
<td>12.618</td>
<td>18.51</td>
</tr>
<tr>
<td>GDPO</td>
<td>34</td>
<td>1242.382</td>
<td>1096.644247</td>
<td>6409</td>
<td></td>
</tr>
<tr>
<td>INV</td>
<td>34</td>
<td>19.547</td>
<td>10.518</td>
<td>3.268</td>
<td>84.551</td>
</tr>
<tr>
<td>PRIC15</td>
<td>24</td>
<td>7.257</td>
<td>3.71</td>
<td>1</td>
<td>19.9</td>
</tr>
<tr>
<td>DEM</td>
<td>31</td>
<td>2.656</td>
<td>0.644</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>GRANTS</td>
<td>34</td>
<td>8.161</td>
<td>6.992</td>
<td>0.044</td>
<td>57.317</td>
</tr>
<tr>
<td>TAID</td>
<td>34</td>
<td>7.96</td>
<td>7.188</td>
<td>-0.009</td>
<td>50.712</td>
</tr>
<tr>
<td>INFL</td>
<td>34</td>
<td>50.631</td>
<td>428.068</td>
<td>-3.574</td>
<td>6287</td>
</tr>
<tr>
<td>GOV</td>
<td>34</td>
<td>15.461</td>
<td>5.749</td>
<td>5.859</td>
<td>43.938</td>
</tr>
<tr>
<td>MGDP</td>
<td>34</td>
<td>38.317</td>
<td>22.411</td>
<td>8.333</td>
<td>142.697</td>
</tr>
</tbody>
</table>

Table A1 shows that the standard deviation of many of the variables is quite high, suggesting that fixed or country-specific effects may be pronounced. Robust regression accounts for some, but not all, of the difficulties. In the discussion of correcting for fixed effects in Section 3 we note that taking first differences may exacerbate measurement error problems in the data (by increasing the ratio of noise to signal). The first difference transformation obviously reduces the sample size, but also seems to result in loss of most of the variation in the data, as shown in Table A2. Furthermore, Table A3 shows that the significance and even sign of partial correlations between growth and explanatory variables is altered if a first difference model is used rather than a specification of variables in levels. These features of the data explain why GMM techniques do not give robust results.
Table A2: Variation in data for some key variables

<table>
<thead>
<tr>
<th></th>
<th>Coefficient of Variation</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>First Difference</td>
</tr>
<tr>
<td><strong>GDPO</strong></td>
<td>113.290</td>
<td>12.076</td>
</tr>
<tr>
<td><strong>INV</strong></td>
<td>185.837</td>
<td>4.970</td>
</tr>
<tr>
<td><strong>PRIC15</strong></td>
<td>195.687</td>
<td>8.526</td>
</tr>
<tr>
<td><strong>GRANTS</strong></td>
<td>116.738</td>
<td>18.973</td>
</tr>
<tr>
<td><strong>TAID</strong></td>
<td>110.709</td>
<td>23.327</td>
</tr>
<tr>
<td><strong>INFL</strong></td>
<td>11.828</td>
<td>9.963</td>
</tr>
<tr>
<td><strong>GCON</strong></td>
<td>268.870</td>
<td>-1.684</td>
</tr>
</tbody>
</table>

Table A3: Partial correlation of key variables with growth when level and first-difference models are used

<table>
<thead>
<tr>
<th></th>
<th>GRANTS</th>
<th>TAID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>First Difference</td>
</tr>
<tr>
<td><strong>GDPO</strong></td>
<td>0.0703</td>
<td>-0.3829</td>
</tr>
<tr>
<td></td>
<td>(0.386)</td>
<td>(0.00)</td>
</tr>
<tr>
<td><strong>INV</strong></td>
<td>0.3828</td>
<td>0.1117</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.209)</td>
</tr>
<tr>
<td><strong>PRIC15</strong></td>
<td>0.1769</td>
<td>-0.100</td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.259)</td>
</tr>
<tr>
<td><strong>GRANTS</strong></td>
<td>0.0040</td>
<td>-0.0279</td>
</tr>
<tr>
<td></td>
<td>(0.961)</td>
<td>(0.755)</td>
</tr>
<tr>
<td><strong>INFL</strong></td>
<td>-0.1985</td>
<td>-0.0043</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.962)</td>
</tr>
<tr>
<td><strong>GCON</strong></td>
<td>-0.1626</td>
<td>-0.1432</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.107)</td>
</tr>
</tbody>
</table>

*Note:* p-values for significance are reported in parentheses. Partial correlations vary when the set of explanatory variables is changed. The first set of columns are partial correlation with growth when *GRANTS* is the aid variable, and the second set of columns when *TAID* is the aid variable.
APPENDIX B. ECONOMETRIC ISSUES

The Classical Linear Regression Model, the cornerstone of most econometric theory, makes several assumptions underlying the method of OLS. One critical assumption is that $E(X_{it}, U_{it}) = 0$. In cases where this zero correlation between the error term ($U_{it}$) and an explanatory variable ($X_{it}$) is violated, we say the latter is endogenous. Under such circumstances OLS estimates will not be consistent and instrumental variables (IV) techniques are required. The instruments should satisfy two properties: they should be correlated with the endogenous variable but uncorrelated with the error term. If suitable instruments are found consistent estimates can be obtained by the IV method. However, it is in practice very difficult to find suitable instruments and results are highly sensitive to the choice of instrument set. Hence, it is appropriate to test specifically for endogeneity as IV methods may not be required.

In this Appendix we first detail the tests for endogeneity and then describe the robust estimation method adopted to account for outliers.

*The Hausman (1978) test for Endogeneity*

Testing for endogeneity is essentially a test of whether a regressor ($X_{it}$) is correlated with the error term ($U_{it}$). If it is, the IV method will produce consistent estimates. Otherwise, both OLS and IV estimators will be consistent although the latter is less efficient, i.e. the two sets of estimates will not be systematically different. This forms the intuition behind the Hausman (1978) specification test which tests appropriateness of OLS estimates based on the difference between OLS and IV estimates. The hypothesis tested is formally given as:

$$H_0: \text{Cov} (X_{it}, U_{it}) = 0 \quad \Rightarrow \quad \text{OLS consistent}$$
$$\quad \text{IV consistent but less efficient.}$$

$$H_1: \text{Cov} (X_{it}, U_{it}) \neq 0 \quad \Rightarrow \quad \text{OLS inconsistent}$$
$$\quad \text{IV consistent}$$
Table B1: Standard OLS Growth regressions

<table>
<thead>
<tr>
<th>Variable</th>
<th>GROWTH</th>
<th>GROWTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPO</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(2.44)**</td>
<td>(2.58)**</td>
</tr>
<tr>
<td>PRIC15</td>
<td>0.201</td>
<td>0.197</td>
</tr>
<tr>
<td></td>
<td>(2.89)**</td>
<td>(2.85)**</td>
</tr>
<tr>
<td>INV</td>
<td>0.133</td>
<td>0.131</td>
</tr>
<tr>
<td></td>
<td>(5.33)**</td>
<td>(5.29)**</td>
</tr>
<tr>
<td>DEM</td>
<td>-1.556</td>
<td>-1.579</td>
</tr>
<tr>
<td></td>
<td>(4.29)**</td>
<td>(4.36)**</td>
</tr>
<tr>
<td>INFL</td>
<td>-0.001</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>(1.88)*</td>
<td>(1.72)*</td>
</tr>
<tr>
<td>GOVCON</td>
<td>-0.184</td>
<td>-0.171</td>
</tr>
<tr>
<td></td>
<td>(3.25)**</td>
<td>(3.07)**</td>
</tr>
<tr>
<td>MMGDP</td>
<td>0.009</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>(0.90)</td>
<td>(0.97)</td>
</tr>
<tr>
<td>GRANTS</td>
<td>0.204</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.37)**</td>
<td></td>
</tr>
<tr>
<td>GRANTSQ</td>
<td>-0.004</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.04)**</td>
<td></td>
</tr>
<tr>
<td>TAID</td>
<td></td>
<td>0.237</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.51)**</td>
</tr>
<tr>
<td>TAIDSQ</td>
<td></td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.20)**</td>
</tr>
<tr>
<td>Constant</td>
<td>0.695</td>
<td>0.347</td>
</tr>
<tr>
<td></td>
<td>(0.42)</td>
<td>(0.20)</td>
</tr>
<tr>
<td>Observations</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>R²</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td>F-Stat</td>
<td>8.48</td>
<td>8.56</td>
</tr>
<tr>
<td>Prob&gt;F-Stat</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

**Testing for endogeneity of aid:**

| R² of first stage regression | 0.54 | 0.55 |
| χ²(k) | 0.15 | 0.02 |
| Prob>χ²(k) | 1.00 | 1.00 |

**Testing for endogeneity of investment:**

| R² of first stage regression | 0.33 | 0.33 |
| χ²(k) | 7.40 | 9.60 |
| Prob>χ²(k) | 0.918 | 0.791 |

*Notes:* All regressions run in a panel of seven four-year periods over 1970-97. Time dummies included in all regressions. Absolute t-values are reported in brackets. * Significant at 10% level. ** 5% level. *** 1% level. F-Stat tests the joint significance of all coefficients. χ²(k) represents the chi-squared statistic for Hausman test.
The Hausman test statistic is $\chi^2 (K) = [\tilde{\delta} - \delta^*]' \Sigma^{-1} [\tilde{\delta} - \delta^*]$ where $\tilde{\delta}$ is the vector of (less efficient) IV estimates and $\delta^*$ the vector of (more efficient) OLS estimates of the parameter $\delta$, $\Sigma$ is the variance-covariance matrix, and $K$ the total number of regressors.

Table B1 presents the results obtained when the Hausman test is performed for a growth regression to investigate whether investment and aid terms are endogenous. The probability that the critical value exceeds the test statistic is high in all cases. The test therefore strongly fails to reject the null hypothesis that regressors and error term are uncorrelated. Consequently, we obtain evidence in favour of OLS estimators.

**Sargan(1958) validity of instruments test**

The comparison of OLS to IV estimates using the Hausman test assumes that valid instruments are used. Sargan (1958) provides a test for the validity of instruments. This is based on the sum of squares function, $S_{IV}(\delta)$, that is minimised to obtain the IV estimator.

$$S_{IV}(\delta) = (y - X\delta)' W(W'W)^{-1} W'(y - X\delta) = (y - X\delta)' \bar{p}_W (y - X\delta)$$

where $W$ is a matrix of instruments and $\delta$ a vector of coefficients. The minimum value obtained is $\bar{\epsilon}' p_W \bar{\epsilon}$. Sargan’s test statistic $\chi^2 (V)$ follows a chi-squared distribution with $V = (P-K)$ degrees of freedom, where $P$ is the number of instruments and $K$ the total number of regressors. Thus $\chi^2 (V) = S_{IV}(\delta)/\sigma^2 = \bar{\epsilon}' p_W \bar{\epsilon} / \sigma^2$. A high value of $\chi^2 (V)$ indicates rejection of the null hypothesis and suggests that the list of instruments used is incorrect.

Based on the results obtained by instrumenting investment in our growth regression we obtain $\chi^2 (V) = 1.38$ and $\chi^2 (V) = 1.45$ when $GRANTS$ and $TAID$ are used respectively. Using the 10% critical value (2.71), this statistic fails to reject our null hypothesis. Thus, credit available to private sectors as a share of total domestic credit and Gastil’s political rights variable prove to be valid instruments. We obtain similar support for using lagged aid terms as instruments for the aid variable.
Can we rely on the Hausman test result in the presence of country specific effects? As standard panel tests for fixed effects are not valid in the presence of lagged dependent variables we perform the test without the term GDPO. If we fail to reject the absence of fixed effects (that is a term capturing the combined effects of omitted time-invariant variables), it is (almost certainly) true to say there won’t be any fixed effects when we include the lagged dependent term. We therefore carry out the Breusch and Pagan (1980) Lagrange Multiplier test of the null hypothesis that $\sigma_{v}^2$ is equal to zero. If the null hypothesis holds, it implies that $v_i$ is always zero, that is, there is no serious risk of omitted country-specific effects. In this case, the Hausman test result is valid and we can use OLS to estimate our growth regression. This test produces chi-squared values equal to 3.20 and 3.32 when GRANTS and TAID are the relevant aid variables, respectively. The 5% critical value from the chi-squared distribution with one degree of freedom is 3.84, so the statistic falls in the acceptance region. Hence, we can safely assume that the included time-invariant control variables have sufficiently captured cross-country differences. Also, the result of the Hausman test is valid.

Robust Estimation to Account for Outliers

There are two definitions according to which an observation can be considered an outlier or extreme value. A ‘response outlier’ occurs when the dependent variable ($y_i$) takes on a value that is unusual, given the explanatory variables ($x_i$’s). In other words, $y_i$ is not close to $E(y|x)$ - it is in the tail of the distribution of $y$ given $x = x_i$. A ‘design outlier’ occurs when an explanatory variable is significantly different, either very small or very large, in comparison to the remainder of the data, that is, $x_i$ is not close to other observations on $x$. The inclusion or exclusion of outliers, especially if the sample size is small, can substantially alter the results of regression analysis. One common approach is to exclude extreme values, but the exclusion criterion is necessarily ad hoc and this implies a loss of information. A preferable approach is to include the extreme values but weight the observations. This is what we do using robust regression (Rousseeuw and Leroy, 1987), a three-step procedure to deal with outliers. The first step involves estimating the regression and calculating Cook’s (1977) Distance measure of influence. Cook’s $D$ for the $i^{th}$ observation is a measure of the distance between the coefficient estimates when observation i is included and when it is not. It is formally given as:
\[ D_i = \frac{\hat{e}_{si}^2 (s_{pi} / s_{ri})^2}{k} \]

where \( \hat{e}_{si} \) refers to standardised residuals, \( s_{ri} \) to standard error of the residuals and \( s_{pi} \) to standard error of prediction; \( k \) represents the number of independent variables including the intercept term. High values of Cook’s \( D \) imply that the \( i^{th} \) observation has significant influence on estimation results, therefore, can be deemed to be an outlier. At an initial stage, robust regression screens data points in search of such outliers and eliminates observations for which Cook’s distance exceeds 1 – these are the gross outliers. Thereafter, robust regression involves an iterative weighted least squares method whereby the outliers are identified and weights are assigned.

The second step in robust regression involves estimation of the model based on the sample from which gross outliers have been excluded. Then weights are calculated based on absolute residuals, as proposed by Huber (1964). The Huber weighting function works as follows: cases with small residuals receive weights of 1 while those with larger residuals (outliers) receive gradually smaller weights. If \( e_i = y_i - X_i \beta \) is the \( i^{th} \) case residual, then the \( i^{th} \) scaled residual is given by \( u_i = e_i / s \) where the scale estimate \( s = M / 0.6745 \) and \( M = \text{med}(\vert e_i - \text{med}(e_i) \vert) \) is the median absolute deviation from the median residual. Huber case weights are then obtained as:

\[
\begin{align*}
  w_i &= \begin{cases} 
    1 & \text{if } |u_i| \leq c_h \\
    c_h / |u_i| & \text{otherwise}
  \end{cases} 
\end{align*}
\]

The tuning constant \( c_h = 1.345 \), and cases with absolute scaled residual less than 1.345 are assigned weights of 1. Down-weighting begins with cases whose absolute residual exceed \((1.345 / 0.6745)M = 2M\). Hence, less importance is attached to observations with high-scaled residual. The regression model is then re-estimated using those weights. Absolute residuals are again used to calculate Huber weights. This process of calculating weights and re-estimating regression is repeated again and again. Iterations stop when the maximum change in weights falls below a certain level, that is, until the weights from two consecutive iterations converge. The third step in robust regression involves
calculating biweights, as proposed by Beaton and Tukey (1974). More specifically, this function assigns a weight to all cases with nonzero residuals, according to the smoothly decreasing biweight function:

\[
\begin{align*}
    w_i &= \begin{cases} 
        \left\{1 - \left( \frac{|u_i|}{c_b} \right)^2 \right\}^2 & \text{if } |u_i| \leq c_b \\
        0 & \text{otherwise}
    \end{cases}
\end{align*}
\]

where \(c_b = 4.685 \times \text{(biweight tuning constant / 7)}\). The biweight tuning constant refers to the value used to scale the median absolute deviation from the median residual. Goodall (1983) suggests using a value between 6 and 9, inclusive, as a tuning constant. If the value 7 is chosen, then the above biweight function would imply that cases with absolute residuals exceeding \((4.685 / 0.6745)M \approx 7M\) are assigned zero weight. In other words, they are effectively dropped from the sample. Again, iterations of weight construction and regression estimation are performed until convergence of weights is reached. The tuning constants \(c_b\) and \(c_h\) are set to 1.345 and 4.685 respectively in the statistical package we use for estimation (\textit{STATA}). Lower tuning constants down-weight outliers more drastically and may lead to unstable estimates, whilst higher tuning constants produce milder down-weighting and produces estimators close to OLS. The default tuning constants allows robust regression to produce estimates with properties corresponding to 95% of the efficiency of OLS (Hamilton, 1991). Huber weights have problems dealing with severe outliers while biweights sometimes fail to converge or have multiple solutions. Hence, both weighting functions are used. The initial Huber weighting is expected to improve the behaviour of biweight estimators.
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