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Introduction

Genetic transformation has been a fundamental methodology for the analysis of gene structure–function relationships in all model systems. Transformation of pneumococcus bacteria provided the first experimental evidence for DNA being the inherited genetic material and since then has been the primary method for defining gene function (Mello and Fire, 1995). Thus, the recent explosion of available genomic sequence information, which will only increase in volume for many years, makes the need for routine transformation in species of interest critical to the meaningful understanding of this sequence data. A prime example for the various analyses possible with transformation methodology has been the application of transposon-mediated germ-line transformation in *Drosophila melanogaster*. Gene identification has been approached most straightforwardly by testing the ability of a putative recombinant wild-type allele to phenotypically rescue a mutated null allele after transformation. More detailed gene structure–function relationships have been approached by assessing the phenotypic effect of systematic sequence modifications (generally nucleotide substitution or deletion) of the recombinant allele. Gene identification has also been approached by methods generally described as 'insertional mutagenesis'. These include transposon tagging and a variety of 'trap' systems, including those for enhancers, exons, and introns (Brand and Perrimon.

*To whom correspondence may be addressed (handler@nersp.nerc.ufl.edu)

Abbreviations: GFP, cyan fluorescent protein; DTS, dominant temperature sensitive; EMSA, electrophoretic mobility shift assay; GPP, green fluorescent protein; ITR, inverted terminal repeat sequence; L, left-hand or 5'; R, right-hand or 3'; RISC, RNA-induced silencing complex; RMCE, recombinase-mediated cassette exchange; RNAi, RNA interference; rTA, reverse tet transcriptional activator; SIT, sterile insect technique; TRE, tet response element; tTA, tet transcriptional activator; YFP, yellow fluorescent protein.
These systems generally identify coding or regulatory sequence function by genomic vector insertions resulting in a mutation phenotype or reporter gene expression, with subsequent isolation of relevant sequences by probing for the vector DNA.

The recent extension of transposon-mediated germ-line transformation to nearly 20 non-drosophilid insect species now allows the use of these methods in non-model systems, facilitating an understanding of genetic mechanisms in diverse species that would have been intractable only a few years ago (Handler, 2001). Significantly, germ-line transformation can also be used for applied purposes by genomic integration of genetic constructs, which can alter the development, behaviour, or population size of many species that negatively or positively impact agriculture or human health (Alphey et al., 2002; Handler, 2002; Atkinson et al., 2004). While the types of potential transgenic strains for applied use are numerous, those used in field release programmes engender special concerns related to ecological safety (Hoy, 2003). Insects and fish, unlike most other transgenic organisms, have the ability to disperse easily and so cannot be contained or retrieved once released from cages, pens, or ponds. Thus, it is critical that we understand the mechanisms that underlie the mobility properties of the transposons used as gene vectors for most transgenic insects, and evaluate new vector systems that can ensure transgenic strain integrity and transgene stability.

**Vectors for insect transgenesis**

Presently, four transposon vector systems are available for use in a wide variety of insects that include *Hermes* from the house fly, *Musca domestica* (Warren et al., 1994), *mariner* from *Drosophila mauritiana* (Medhora et al., 1988), *Minos* from *D. hydei* (Franz and Savakis, 1991), and *piggyBac* from the cabbage looper moth, *Trichoplusia ni* (Fraser et al., 1983). All of these transposons are class II elements that transpose via a DNA-mediated process where an internally encoded transposase enzyme acts upon inverted terminal repeat sequences (ITRs) and adjacent sequences to effect excision of the element and subsequent insertion into another chromosomal site. This occurs as a "cut and paste" process known as transposition (Finnegan, 1989). All of these transposable elements have been modified in a similar fashion to create a binary transformation system that consists of non-autonomous vector and helper transposase plasmids (Rubin and Spradling, 1982). The vector includes the inverted terminal repeat sequences and subterminal sequences needed for mobility that surround a selectable marker gene and other sequences of interest. The transposase gene within the vector is either deleted or made defective, and vector transposition is dependent upon a separate helper plasmid that contains the transposase gene, but not the terminal sequences necessary for integration. When transiently expressed in the germ-line, the helper transposase acts in trans to catalyse integration of the vector, but is lost in subsequent cell divisions, allowing the integrated vector to remain stable.

Implicit in the applied use of transposable elements in transgenic insect strains released into the field is a comprehensive understanding of how they actually move between DNA loci. This knowledge is important if the fate of these elements in insects is to be understood properly and realistic estimates of risk arising from their release are to be calculated. Two approaches to predicting transposable element
behaviour in transgenic insects can be taken. One involves using other genetic systems to inactivate, usually through removal, those sequences of the transposable element required for transposition. Recent advances in this strategy are described in the following sections. This is, in turn, somewhat, but not necessarily, dependent on the identification of these sequences, although a fairly generic approach can be undertaken since, for example, the ITRs of transposable elements are known to be essential for transposition, and can be identified through simple DNA sequence analysis. The second approach involves determining for each transposable element how, in fact, transposition occurs. Strategies for control arising from this will, most likely, be specific for each element.

As stated above, insect transformation historically has been achieved through the use of class II transposable elements, although a serine integrase and two tyrosine recombinases have been used successfully with reasonable efficiency in at least D. melanogaster (Siegal and Hartl, 1996; Golic et al., 1997; Groth et al., 2004). Integrase, recombinase, and transposase represent different families of enzymes that cut and join DNA. Tyrosine recombinases, such as FLP from Saccharomyces cerevisiae, Cre from the P1 bacteriophage, and the serine integrase from the φC31 bacteriophage, all function by bringing together the four strands of DNA involved in any single breaking and joining between two DNA ends. DNA is not broken down during the reaction. The strand breakage and rejoinder is catalysed by the recombinase which, when bound to the cleaved DNA end, stores the energy resulting from DNA cleavage. This energy is then released during subsequent strand joining to produce the final recombinant product. Consequently, no high-energy co-factors such as ATP or GTP are required for catalysis by these enzymes. Serine recombinases such as the φC31 integrase process the exchange between cleaved DNA ends one pair of ends at a time, while tyrosine recombinases process the simultaneous exchange of all four double strand DNA breaks.

The serine integrases and tyrosine recombinases recognize specific sequences in both the donor and the target, and so represent a binary system. However, FLP and Cre both recognize 34 bp FRT and loxP recombination sites, respectively, which include duplicated 13 bp inverted terminal repeat binding sites and an intervening 8 bp spacer region. The acceptor and donor sites are identical, with the 8 bp spacer sequence providing pairing specificity and directionality that determine the type of resulting recombination product (e.g. inversion or excision from cis-oriented sites). Thus, recombination sites with mutated spacers can provide heterospecificity, allowing integrations by double recombination that have been used for targeted cassette exchange, as discussed later. The φC31 integrase mediates recombination between a simple attB and complex attP attachment site that, except for a short identical sequence where recombination occurs, are non-identical (see Groth and Calos, 2004). For both systems, no additional host factors are required, meaning, in principle, that these systems should function in any host organism provided that an enzymatically active integrase or recombinase that accurately recognizes these sequences can be synthesized. Provided a functional enzyme is produced, the rate-limiting step for these systems in insect species may be the absence of suitable target sites, which can be supplied by transformation with a transposon vector. However, this requirement makes the system dependent on the efficiency of transposable element integration into the host genome.
Class II transposons and their mechanisms of transposition

Transposases act to transfer transposable element DNA to a new DNA target site by two sequential reactions. The first is essentially conserved amongst all transposases and creates a single strand cleavage between the 3'-OH of the transposable element and the 5'-phosphoryl ends of the flanking DNA. The second step varies between types of transposable elements and transfers, through a nucleophilic attack, this 3'-OH to the 5'-phosphoryl end of the target DNA molecule. For many transposases, the supply of energy from a cofactor, as is required for DNA ligation, is not needed, indicating that this strand transfer occurs via transesterification. The fate of the transposable element and its flanking DNA depends on whether the initial cleavage involves a single or double strand. If it is the former, then transposition leads to the formation of cointegrants in which two copies of the transposable element flanking donor sequences is created at the target site. If double strand breaks occur before strand transfer, then only the transposable element is transferred to the target DNA. Cleavage of the second strand of the transposable element varies between types of element. For the bacterial element Tn7, second strand cleavage is performed by the Tn7A protein, which is encoded by the Tn7 element, but is not the Tn7 transposase (Craig, 2002). For many other transposable elements, second strand cleavage occurs through a nucleophilic attack of the 3'-OH generated from the first strand cleavage on the phosphodiester bond immediately opposite it on the second DNA strand. Bacterial transposable elements such as Tn5 and Tn10 transpose in this manner (Hanniford, 2002; Reznikoff, 2002). If the nucleophilic attack by the 3'-OH generated by the initial cleavage occurs at the 5'-phosphoryl end of the same strand, but at the other end of the transposable element, then a circular intermediate is formed. Transposable elements such as IS911 transpose in this manner. Indeed, the formation of a circular IS911 element forms a strong promoter and so increases transposase gene transcription (Duval-Valentin et al., 2001).

Many of the aspects of the mechanism of transposition have been worked out for several bacterial transposable elements, such as Tn5, Tn7, Tn10, and IS911 (see Craig et al., 2002 for reviews of each). The structure of the co-crystal of the Tn5 transposase and the Tn5 ITR and adjacent sequences enabled the positioning of the ends of the Tn5 transposable element within the catalytic core of the transposase to be determined, and also illustrated how the transposase functioned as a dimer (Davies et al., 2000). While several eukaryotic transposable elements are well characterized at the genetic and biochemical level, little or no information concerning the detailed structure of their transposases and how this relates to their function is available. As for many transposases, progress has been hindered by the apparent cellular toxicity of these enzymes when they are produced in even moderate quantities in either prokaryotic or eukaryotic expression systems, with a proclivity of these to form inclusion bodies. Recently, however, some progress has been made in the analysis of transposable elements used in insect transformation. Here, we focus on the Hermes element of M. domestica and the Mos1 element of D. mauritianum. We do so because recent data have shed light on their mechanism of transposition and because, in the case of Hermes, the crystal structure of the transposase has been determined recently.
**Figure 8.1.** Schematic of the *Hermes* transposable element and its transposase. (a) Structure of the *Hermes* element. The transposon is 2749 bp in length with 17 bp inverted terminal repeats (ITRs) (Warren *et al.*, 1994). It encodes a transposase that comprises some 2 kb of the element. Positions of the TATA and CAAT boxes that are components of the transposase promoter are shown. The striped boxes indicate binding sites of the transposase and open squares at the left end denote a sequence that is conserved at these two locations (T.A. Laver, R.H. Hice and P.W. Atkinson, unpublished data). The shaded region between them denotes a region that increases transposase activity (T.A. Laver and P.W. Atkinson, unpublished data). (b) Structure of the *Hermes* transposase. The four domains based on the secondary structure of the full-length transposase and the crystal structure of the truncated transposase are shown (Zhou *et al.*, 2004). Amino acid coordinates indicate the approximate boundaries of these domains. Positions of the carboxylate triad of D180, D248, and E572 are shown. W319 denotes the location of a region proposed to stabilize flanking DNA adjacent to the active site. K25 denotes a residue important for nuclear localization, while the D402 residue produces an inactive transposase when mutated to N (Michel *et al.*, 2002; Michel and Atkinson, 2001). The location of the BED domain is shown, as are the locations of the five alpha helices and five beta sheets that constitute the catalytic domain of the transposase (Zhou *et al.*, 2004). The HVR block denotes a 50 amino acid region that is the most hypervariable between hAT transposases. The hatched blocks denote regions that are known or inferred to be important for oligomerization of the transposase to form the active hexamer (Michel *et al.*, 2003; Zhou *et al.*, 2004). Numbers refer to amino acid positions.

**THE hAT SUPERFAMILY ELEMENT HERMES**

The hAT element superfamily consists of representatives from the fungal, plant, and animal kingdoms. hAT elements are the most abundant class II elements found in the human genome, with this class of element comprising ~3% of the entire genome (Lander *et al.*, 2001). Plant hAT elements, such as Ac and Tam3, are mobile in plant species other than the original host and, similarly, the insect-based members of this superfamily, such as *Hermes*, are also mobile in insect species other than the original host (O’Brochta *et al.*, 1996; Jasinskie *et al.*, 1998; Michel *et al.*, 2001). It is this feature of the insect hAT elements that has made them attractive to those who seek to introduce genes into pest insects, such as mosquitoes.

The *Hermes* element is the best-characterized insect hAT element (Figure 8.1). Its crystal structure has been determined, and biochemical and genetic data have
illustrated its principal mode of transposition (Zhou et al., 2004; Hickman et al., 2005). The *Hermes* element is 2749 bp in length, contains 17 bp imperfect inverted terminal repeats, and encodes a transposase that is 612 amino acids (70.1 kDa) long. Electrophoretic mobility shift assays (EMSA) reveal that the transposase binds asymmetrically to the *Hermes* ends, but at a small distance internal to the termini (T. Laver and P.W. Atkinson, unpublished data). This asymmetry is reflected in transposition assays performed in *D. melanogaster* S2 cells in vitro, which show a clear predisposition for deletions of the element to occur predominantly at the right end (R. Hlice and P.W. Atkinson, unpublished data). The structure of a truncated but active form of the *Hermes* transposase lacking the first 78 amino acids of the protein has been determined to 2.1 Å resolution (Hickman et al., 2005; Perez et al., 2005). This, together with secondary structure alignments and functional studies, reveals that the full length *Hermes* transposase consists of four domains: an amino end domain that contains the nuclear localization signal and most likely a non-specific DNA binding domain (absent in the amino truncated form used to form the crystal); a DNA binding domain that binds specifically to the first 30 bp of the *Hermes* element and is also involved in dimerization of the protein; a catalytic domain; and an insertion domain (Michel and Atkinson, 2003; Zhou et al., 2004; Hickman et al., 2005). The insertion domain in turn contains regions involved in dimerization and also contains two \( \alpha \)-helices, which, together with the \( \beta \)-sheets in the catalytic domain, form the active site of the enzyme. *Hermes* is a member of the retroviral integrase superfamily since its transposase contains an acidic catalytic triad composed of D180, D248, and E572 that form the catalytic site for coordinating two Mg\(^{2+}\) ions. These three carboxylates coordinate divalent metal cations, usually Mg\(^{2+}\), which direct water molecules to the phosphodiester bond, which is broken and then reformed in the transsterification reaction. In the *Hermes* transposase, there is a large linear distance between the second and third members of the triad, and secondary structure alignments, together with the crystal structure, show that E572 is located on an \( \alpha \)-helix within the insertion domain, but it is in close physical proximity to the first two aspartates of the triad located on the \( \beta \)-sheets, which constitute the RNase H fold of the active site (Hickman et al., 2005). This finding reinforces one of the outcomes from the analysis of the crystal structure of the Tn5 synaptic complex; that these transposases cannot be divided into simple linear domains (Davies et al., 2000).

*Hermes* functions as a hexameric protein or, more correctly, as a trimer of dimers (Hickman et al., 2005). Each monomer interacts with an adjacent monomer at three interfaces. One of these is located within the DNA binding domain in which adjacent transposase monomers interact through the three \( \alpha \)-helices within this domain. The remaining two interfaces occupy regions of the insertion domain, with one region of one monomer interacting with a different region, still in the insertion domain, of the adjacent monomer. The total number of regions involved in oligomerization is thus five: one occupying the second domain and four occupying the fourth domain. The hexameric structure of *Hermes* transposase leads to questions concerning which of the six available catalytic sites are used for first strand cleavage, hairpin formation, second strand cleavage, and strand transfer, and whether conformation change in the protein is required for complete transpositional activity. The generation of hairpins on flanking DNA rather than on the transposon requires that, for second strand
transfer involving a nucleophilic attack of the 3'-OH of the transposon on the target site, the active site moves from the 3'-OH of the flanking DNA on the opposite strand, where first strand cleavage occurs. How this is achieved is not known; however, it has been suggested recently that this step may have been introduced to reduce the transposition frequency of this family of elements in eukaryotes (Nowotny et al., 2005). hAT elements such as Hermes are structurally and functionally related to the Rag1 recombinase that reorganizes the immunoglobulin and T cell receptor genes in vertebrates, a recombination system that is tightly regulated in the germinal cells that produce B and T lymphocytes (Zhou et al., 2004). Furthermore, in both insects and humans, hAT transposable elements in their natural, non-engineered state are inactive since even moderate levels of transposition can result in them becoming intragenomic mutagens.

Knowledge of Hermes element function, together with the proposed structure of the truncated transposase, increases our ability to generate mutations of both the element and its transposase that are hyperactive, resulting in increased rates of transposition. Placing hyperactive transposase mutants under the control of a promoter that confines expression to the insect germ-line may promote driving of Hermes transgene vectors through an insect genome, which make the host insect incapable of vectoring disease, as discussed later. Three approaches to generating hyperactive Hermes element mutants can be envisaged. The first involves random mutagenesis of the transposase, followed by the selection of hyperactive mutants in expression systems that permit their identification. A yeast-based expression system that uses restoration of prototrophy on defined media enables these mutants to be identified in the Hermes transposase (P. Atkinson and N. Craig, unpublished data). These can then be tested for retention of hyperactivity in insect cell culture or in whole insects through the microinjection of insect embryos using established techniques. A second approach is to use site-directed mutagenesis based on the structure of the transposase and identification of the amino acids most likely to interact directly with the Hermes element. While accurate identification of these awaits co-crystallization of the transposase with either the donor substrate or with the target DNA, changes to amino acids in the catalytic site and changes to the DNA binding domain which may be predicted to increase or decrease binding affinity can be made, and their effects measured directly either in yeast or in insects. The final strategy targets not the Hermes element directly, but examines how the cell regulates transposable element activity. Transposons that are mobile can be mutagenic, and the final rate of activity is a balance between the host needing to minimize or eliminate the source of this genetic lethal load and the element needing to retain the ability to transpose in order to propagate. Cellular mechanisms identified as being important for the regulation of transposable elements act through RNA inhibition, DNA methylation, or the acetylation of histones to promote heterochromatin formation. Modification of any of these processes to permit increased Hermes mobility is likely to have effects beyond the Hermes element, and so may result in a phenotype that is undesirable and ineffective for any genetic control strategy. Knowledge of how each of these mechanisms interacts with transposable elements, especially those introduced into genomes as part of a genetic control programme, is important, however, for the efficacy of these programmes.
Members of the *mariner* family of transposable elements are widespread through insects and, in several cases, compelling phylogenetic evidence exists that they have been horizontally transferred between species (Robertson and MacLeod, 1993). Indeed, the *Mos1* element is active when introduced into *Leishmania* and chickens (Gueiros-Filho and Beverley, 1997; Sherman et al., 1998). Many *mariners* are capable of reaching high copy numbers within genomes, suggesting that subsequent to initial invasion they can rapidly increase their copy number. A corollary to this is that the overwhelming majority of these elements found within genomes are inactive, suggesting that regulatory mechanisms have rapidly evolved to restrict *mariner* mobility. Indeed, to date, only one active form of *mariner* has been found in any insect, this being the *Mos1* element from *D. mauritiana* (Medhora et al., 1991). The *Himar1* element was made synthetically based on the sequences of a number of inactive *mariner* elements from the hornfly, *Haematobia irritans*, and is also active (Lampe et al., 1996).

The *Mos1* *mariner* element is 1286 bp in length, has 28 bp ITRs, and encodes a 41 kDa transposase. It possesses a DDD motif at the centre of its catalytic domains. This is a variant of the DDE catalytic triad within the RNase H fold found in retroviral integrases, many DNA polymerases, hAT element transposases, the *Rag1* recombinase, HIV reverse transcriptase, Tn5, and Argonaute (Rice and Baker, 2001; Parker et al., 2004; Song et al., 2004). Argonaute is a protein required for the function of the RNA-induced silencing complex (RISC) critical for the degradation of RNA in RNA inhibition pathways.

The *Mos1* transposase has been crystallized but, as yet, there are no published reports of its structure (Richardson et al., 2004). Purification of this transposase was facilitated by a T216A mutation, which resulted in a biologically active enzyme that was soluble. The transposase contains two domains (Zhang et al., 2001; Richardson et al., 2004). The N-terminal domain includes the first 118–120 amino acids that bind to the inverted terminal repeats of the transposable element. The C-terminal domain, consisting of amino acids 119 and 121–345, contains the catalytic core and so is responsible for the excision and integration of the element. It contains the RNase H fold and the catalytic triad of carboxylates. Unlike bacterial transposable elements, *Mos1* transposase initially cleaves at the 5′ phosphate of the terminal nucleotide of the element yielding a 3′-OH on the flanking DNA strand (Dawson and Finnegan, 2003). This mechanism of transposition may involve strand transfer by strand transfer is unknown; however, there is no hairpin formation at either end of the double strand break in *Mos1* transposition (Dawson and Finnegan, 2003). This mechanism of transposition does share some similarities with the action of *Rag1* recombinase in V(D)J recombination in that initial cleavage occurs at the 5′-P; however, the absence of hairpin formation distinguishes it from the mechanism of the *Rag1* recombinase and the hAT transposases.

Evidence has been obtained indicating that the *Mos1* transposase and the *Himar* transposase work as tetramers (Lipkow et al., 2004; Auge-Gouillou et al., 2005a). This contradicts initial suggestions based on related prokaryotic elements that the synaptic complex would contain dimers of the transposase. The ITRs of *Mos1* were found to allow adjacent binding of two *Mos1* transposase molecules, meaning that a
synaptic complex would contain four molecules (Auge-Gouillou et al., 2005b). The process by which this occurs is open to speculation, although a recent model proposes that the Mos1 transposase contains separate domains that lead to cis-dimerization, in which transposases adjacently bound to a single ITR interact, and trans-dimerization, in which transposases bound to separate Mos1 transposons interact (Auge-Gouillou et al., 2005a). A conformational change in the transposase is proposed to mediate the transition from cis- to trans-dimerization, and so lead to the formation of a synaptic complex consisting of Mos1 transposase tetramers. EMSA studies indicate that the N-terminal region of the Mos1 transposase is required for both forms of dimerization (Auge-Gouillou et al., 2005a).

The sequences required for Mos1 excision and transposition differ between in vivo and in vitro assays. For in vivo assays performed in transgenic Drosophila, several hundred base pairs of L (left-hand or 5') and R (right-hand or 3') ends are necessary, with three regions distinct from the 28 bp ITRs being essential for mariner mobilization (Lohe and Hartl, 2002). The relative spacing between these regions may also be a factor contributing to the efficiency of mobilization. These data are in stark contrast to the requirements for Mos1 transposition in vitro, in which only the 28 bp ITRs and an additional 38 bp and five bp of internal Mos1 DNA at the L and R ends, respectively, are required for transposition (Tosi and Beverley, 2000). The 28 bp ITRs contain four mismatches, with the right ITR able to out-compete the left ITR for binding to the transposase (Auge-Gouillou et al., 2001; Zhang et al., 2001). The ends of Mos1 are therefore asymmetric in their ability to bind transposase, at least when examined biochemically.

The role that the ITRs and internal sequences play in Mos1 transposition has also been investigated in Escherichia coli and in the mosquito, Aedes aegypti (Pledger et al., 2004). The normal, imperfect ITRs, together with 3 bp and 7 bp of internal Mos1 sequences from the L and R ends, respectively, are sufficient for transposition in E. coli. Indeed, the transposition frequency is not substantially different from that seen when several hundred bp of internal Mos1 DNA are also present. The minimal Mos1 end sequences of 31 bp (L) and 35 bp (R) perhaps further refine the minimal sequences found necessary from the in vitro assays. Interestingly, replacing the L end with the R end to create perfect ITRs increases transposition, with a 50-fold increase seen when large amounts of flanking internal sequence are present but, unexpectedly, with an almost 650-fold increase when only 3 bp and 7 bp of internal sequences were present at the L and R ends, respectively (Pledger et al., 2004). Both minimal Mos1 elements were, however, incapable of transposition in A. aegypti in which only Mos1 elements with several hundred bp of flanking internal sequence could transpose, irrespective of whether the ITRs were perfect or imperfect. The increase in Mos1 transposition seen in E. coli when two right ITRs were used is in agreement with previous observations where transposition of a Mos1 element containing two R ITRs increased some 1200-fold relative to the control with the normal imperfect ITRs; however, it is not clear from these studies whether any additional Mos1 element DNA internal to the ITRs were present (Auge-Gouillou et al., 2001). Nevertheless, the general observation is maintained that the right ITR, to which the transposase binds more strongly, provides a better substrate for transposition when it is present at both ends of the transposon. Recently, it has been suggested that the major difference between the L and R ITRs is centred on the 16th base pair of the ITR.
located between a palindromic sequence, which is better conserved within the R end than in the L end (Bigot et al., 2005). This may account for the stronger binding of the Mosl transposase to the R end, but does not explain the very different requirements for transposition between bacteria and insects. One must also bear in mind the intrinsic differences in experimental design between: (1) in vitro experiments in which free ITRs located on oligonucleotides are supplied in large amounts; (2) experiments in which Mosl transposable element sequences are located on plasmids which are not affected by protein modifications that occur to chromosomal DNA; and (3) experiments in which Mosl elements are incipient in eukaryotic chromosomes. All present different substrates (in different amounts) to the transposase, which itself may undergo post-translation modifications in insects. Furthermore, epigenetic modifications to the transposon are yet to be fully explored in insects. In this regard, a full systematic functional analysis not only of Mosl but of Hermes too, is yet to be achieved.

Attempts to generate hyperactive forms of both the Mosl and Himar1 transposases have met with limited success. An E. coli papillation assay was used to identify mutants of the Himar1 transposase that showed increased ability to mobilize a non-autonomous, genetically tagged Himar1 element from the single copy F plasmid to the chromosome (Lampe et al., 1999). The level of transpositional activity of selected mutants was then measured using a mating-out assay. The transposase was mutated by error-prone PCR to generate a library of transposase genes, each ideally containing a single mutation in the transposase. Three mutations, H276R in one mutant and Q131R and E137K in a second mutant, were found to be hyperactive in this prokaryotic-based assay, with the E137K mutant alone leading to an approximately 50-fold increase in activity (Lampe et al., 1999). No published information concerning the activity of these mutant transposases when introduced into insects is available, however. More recently, two of these same mutants have been introduced into the corresponding regions of the related Mosl transposase (the third, R131, already being present in Mosl) (Pledger and Coates, 2005). The E137K and E264R mutations both reside within the C-terminal domain identified as being required for catalysis rather than DNA binding and, based on secondary structure predictions, each is located on separate α-β-sheets. E137 is located upstream of the first aspartate of the catalytic DDD triad, while E264 is located between the second and third aspartates. Two mariner substrates were used in these investigations, one containing the wild-type imperfect 28 bp ITRs that contain four mismatches, and perfect ITRs in which these mismatches have been corrected to generate a donor mariner element with, in effect, two left ITRs.

Transposition assays performed in E. coli using the same mating-out strategy described for Himar1 showed that both of these Mosl mutants were hyperactive, and more so with the donor containing the perfect ITRs, which, by itself, displayed increased levels of transposition, even when used as a substrate for wild-type transposase (Pledger and Coates, 2005). When tested in A. aegypti embryos, transposition assays showed less of a difference in transposition rates between both types of donor elements in the presence of wild-type Mosl transposase (Pledger and Coates, 2005). When the donor element containing the perfect ITRs was used in the presence of the E137K mutant, a three-fold increase in activity was observed; in the presence of the E264R mutant, a four-fold increase in activity was seen.
indicating that some level of transposase hyperactivity was retained when these transposases were tested in insects (Pledger and Coates, 2005).

These results illustrate that hyperactive mutants of eukaryotic transposases can be generated. For the elements Hermes, MosI, piggyBac, Minos, and P, the bottleneck for selecting these mutations remains the absence of a high-throughput means for testing in whole insects. Furthermore, the existence and physical separation of germ cells from somatic cells, and the possibility that transposition frequencies may differ between these two different cell types, means that current assays overwhelmingly measure transposition frequencies in somatic nuclei and not germ line nuclei. It is in the latter that initial transposition leading to the generation of transgenic individuals occurs. Thus, insect embryo and cell culture transposition assays, while being useful indicators of the ability of an element to transpose, are not necessarily good indicators of the element’s ability to genetically transform the same insect species. The severity of these bottlenecks will be compounded as excision and transposition assays developed in E. coli and yeast to identify hyperactive mutants are more frequently adopted. These assays are high-throughput since libraries of mutated transposases can be rapidly screened using growth on defined media, generating mutants that then need to be tested in insects. A major caveat of these assays, which is clear from the Himar and Mos experiments, is that the levels of hyperactivity seen in these model organisms is not necessarily retained in insects. This is perhaps a reflection of the power of these initial selection schemes where mutants may be obtained that are adapted for activity in these organisms, but not in the target insect. This potential of generating false positives makes the development of a high-throughput procedure for the identification of hyperactive mutants in insect germ lines even more urgent.

A question arising from several studies of MosI transposition is the role of host factors in this process. One explanation for the differing donor sequence requirements for in vitro and in vivo transposition is that host factors are involved with transposition. This explanation is, however, in some conflict with the distribution of mariner elements throughout the phyla and with the fact that, in vitro, no host factors are required for transposition. These observations suggest that if host factors are involved with mariner transposition in vivo, then they are sufficiently conserved across species to allow mariner element transposition into genomes immediately upon invasion. The identity of such host factors is open to speculation. Without question, repair of empty excision sites and transposition sites following integration can occur either through homologous recombination machinery (if repair involves identical sequences from the homologous chromosome) or through the non-homologous, end-joining pathway since excision and integration produce double stranded DNA breaks that need to be repaired if the chromosome and the host are to survive. These proteins are, however, not specific to the transposition process. The timing of transposition during the cell cycle may also lead to interactions between the transposase and the cell cycle machinery. These could occur at the level of DNA replication (for example, by providing access to DNA that is, or is about to be replicated) or may occur with proteins that regulate the cell cycle. This area remains one of the most fertile for exploration since it bears directly on questions of genome stability generated by transposable elements.
Applied use of transgenic insect strains

The potential applications of genetically modified insects are numerous, but have been focused generally on the death or sterilization of pests, or rendering them benign (Handler, 2002; Atkinson et al., 2004). Genetic modification can be used in a converse fashion in beneficial insects that are predators of pests or which produce commercial products, by improving their viability and reproduction, or specific characteristics such as immune response, odour reception, or post-translational protein modification. Currently, the major emphasis in transgenic strain development is to improve biological control programmes for agricultural pests and to eliminate the vectorial capacity of vectors of human disease.

TRANSGENIC STRAINS FOR DISEASE VECTOR REPLACEMENT

A significant thrust of recombinant DNA technology in genetic control programmes developed to combat the spread of insect vector-borne disease is to introduce genes that prevent the transmission of pathogens through the tissues of the infected vector. These modified insects would thus be incapable of spreading the disease to uninfected human hosts, and the transmission cycle of disease would be broken. The generation of a transgenic insect that is refractory to disease transmission and which can spread the genes that confer this through a field population is a fascinating problem of engineering. Given that most current strategies are targeted towards mosquitoes, we will discuss only these in our examples. Consider what is required:

1. A gene that completely prevents the transmission of a pathogen through the female mosquito. If the pathogen is a virus or a protozoan, then its population within the infected mosquito may number in the thousands to the millions.
2. A promoter, and other regulatory sequences, that target expression of this gene to a particular tissue at a particular developmental time.
3. A gene drive system that spreads this gene rapidly and effectively through a field population of mosquitoes.

Furthermore:

1. The genetic construct should not disaffect the genetic fitness of the transgenic mosquito to a level that significantly increases the time required for the construct to spread through a field population.
2. The construct should not break down over time.
3. The construct should not lead to the misexpression of other genes, or to the development of new expression profiles in the mosquito host.
4. The construct should not be capable of being transferred to another species.
5. The entire vector replacement strategy should not be transient, leading to the possible re-introduction of the disease within a short period of time.
6. The strategy should conform to all regulatory guidelines established by all relevant countries and organizations.

All of these are significant challenges and, taken together, may leave the reader with a degree of scepticism concerning whether a genetic control strategy based on the release of genetically engineered mosquitoes (in this example) can be achieved. Yet,
when balanced against the resurgence of mosquito-borne disease and the decreasing arsenal we have against these diseases, it is clear that this strategy does represent a viable option for future control of these scourges. Indeed, if we confine ourselves to issues of science and not of regulation, then the question of gene drive remains perhaps the largest unknown since practical use of gene drive mechanisms is still to be achieved, even though such phenomena exist in nature. Here, we will briefly examine the types of target genes being considered for gene replacement strategies, and will also discuss the problems of gene drive in insects.

Target genes for gene replacement

Pathogens of humans transmitted by insects such as mosquitoes can be viruses, protozoans, and worms. These can, potentially, also exact a pathogenic toll on the female mosquito and the resulting selective pressure invariably leads to the pathogen minimizing any fitness costs borne by the infected mosquito. This balance in fitness between infectivity and naïveté opens up the exciting possibility of altering the mosquito’s ability to defend itself against these pathogens. Attempts at increasing the immune response of mosquitoes to infection have focused on tweaking the innate immune response to enable the mosquito to recognize and eliminate these pathogens. These efforts have proceeded in concert with a characterization of regulatory sequences needed to direct expression of these genes to those tissues that encounter the pathogen. In mosquitoes, this is primarily the epidermal lining of the gut, the haemocoele (most of the cellular and humoral components of which are produced by the fat body), and the salivary glands.

Two recent technological developments have greatly accelerated this research, at least in the African malaria mosquito, *Anopheles gambiae*. One is the completion of a fairly mature draft sequence of the entire genome with the concomitant availability of microarray approaches (Holt *et al.*, 2002). These permit the identification of suites of genes that are up or downregulated in response to infection, and thus may lead to the identification of new pathways of immunity in insects. The second is the establishment of RNA interference (RNAi) techniques in this mosquito (Blandin *et al.*, 2002), which enables knock-down or knock-out phenotypes to be determined for each new gene, resulting in more certain knowledge of the gene’s true function.

An illustration of this progress is seen from the identification of new genes and pathways involved in the response to plasmodium or bacterial infection in *A. gambiae*. Large-scale functional screens of genes involved in immunity have revealed hitherto unknown lectin- and leucine-rich genes that affect plasmodium development in this mosquito (Osta *et al.*, 2004). A genome-wide screen of *Anopheles* genes identified 71 genes involved in the phagocytosis of Gram-positive and Gram-negative bacteria, of which alteration of 26 affected the ability of the *Anopheles* cellular immune response to eliminate these pathogens (Moita *et al.*, 2005). The fruits from these and similar studies will no doubt lead to the generation of transgenic mosquitoes with enhanced immune responses that show decreased transmission of these pathogens. As such, these will follow the demonstrations that increased cecropin (an anti-microbial peptide) production in the mosquito midgut decreases plasmodium abundance in *A. gambiae* (Kim *et al.*, 2004); that the expression of honey bee venom phospholipase in the midgut inhibits plasmodium
abundance in A. stephensi (Moreira et al., 2002); and that expression of the peptide SM1 in the mosquito midgut also severely disrupts plasmodium transmission in A. stephensi (Ito et al., 2002).

Most likely, other genes and pathways will be identified and tested in transgenic insect vectors of disease. Some will provide greater levels of transmission inhibition than others and will be chosen for further studies to assess their impact on the genetic fitness of mosquitoes that contain them in their engineered form, and on their ability to prevent the transmission of field pathogens in field cages. The existence of these genes has never been in question, since natural and selected resistance to pathogens such as plasmodium has been well documented (Collins et al., 1986). The long anticipated major hurdle to the field success of genetic replacement programmes in insect vectors such as mosquitoes has been the identification of genetic drive mechanisms.

**Genetic drive**

Genetic drive can be defined as being any mechanism that leads to a disproportionate number of offspring containing a desired genotype in excess of what would be predicted from Mendelian inheritance. It can be achieved through different mechanisms, one being meiotic drive, another being the use of transposable elements. A transposable element with a high transposition frequency that moves by replicative transposition will, during each meiosis, move to many positions throughout the genome. If it contains the desired effector gene (which we will assume is dominant and has minimal costs on fitness), then this gene will be present at least once in every gamete. As a consequence, the element, together with the gene it carries, should quickly spread through a population. The opposing forces to this spread are the fact that transposable elements act as mutagens when they insert into new genomic locations. They can inactivate genes or change their expression, and this will lead eventually to selection against these insertions. Furthermore, this internal mutagenesis forces the host organism to quickly develop mechanisms that immobilize these elements. In Drosophila, for example, many elements are found within heterochromatin, in which they are inactive. An engineered transposable element that has a high transient rate of transposition may be used to spread an effector gene through a population but, if this is to be practicable, it is likely that our knowledge of how elements move and how they are regulated will need to increase before such strategies can be implemented.

Meiotic drive mechanisms are present in plants and animals that lead to an asymmetric distribution of gametes following meiosis. If the effector gene is located on a chromosome that is favoured, and that is over-represented in the final gametic pool, then it will spread through a population. Meiotic drive systems have two components: a driver located on one chromosome and a responder locus that responds to the driver located on the homologous chromosome. In D. melanogaster, the segregator-distorter system contains the Sdl driver gene and the responder site, rsp, with other loci spread along the second chromosome known to affect the ability of Sdl to target the rsp locus (Ganetzky, 1977). The phenotypic consequence of segregation distortion is sperm dysfunction caused by a failure in chromatin condensation of chromosomes targeted by the Sdl product (Tokuyasu et al., 1977). This
product is a truncated form of the RanGP gene, the full-length form of which is involved in nuclear transport via the Ran regulatory pathway (Merrill et al., 1999). While the mechanism by which this mutated gene causes segregation distortion remains unknown, it does seem clear that it most likely does so through interference with the nuclear transport of nucleic acids and/or proteins during spermatogenesis. Sex-linked meiotic drive systems have also been identified in the mosquitoes, A. aegypti and Culex pipiens, although the molecular basis of these awaits examination (Craig et al., 1960; Sweeney and Barr, 1978). Systems such as these, combined with the role that centromere-specific binding proteins such as the histone H3 variant may play in engineering drive systems, present an interesting challenge to those seeking to exploit meiotic drive systems in insects (Palmer et al., 1987).

TRANSGENIC STRAINS FOR BIOCONTROL

The initial development of transgenic strains for insects of agricultural importance have focused on the introduction of attributes that would improve the most widely used system for biological control, known as the sterile insect technique, or SIT. SIT involves the field release of many millions of sterile males that render mated females infertile (Knipling, 1955). Except for the Mediterranean fruit fly (or medfly), Ceratitis capitata (see Franz et al., 1996), sexing is not possible, or is highly inefficient for most insects, so sterile females are released with the males. Insects sterilized by irradiation also suffer from diminished overall fitness, and released insects are marked with fluorescent powder that is unreliable and harmful to humans (Hagler and Jackson, 2001). For each component of the SIT system, recombinant-based constructs could provide a meaningful improvement to the efficacy and cost effectiveness of the programme (Robinson et al., 1999).

Fluorescent protein genetic markers

Initial efforts have been on the use of fluorescent proteins for genetic marking that also serve as a means to detect newly created transgenic insects. When the green fluorescent protein, GFP, from the jellyfish, Aequorea victoria (Prasher et al., 1992; Chalfie et al., 1994), or the red fluorescent protein, DsRed, from Discosoma striata (Matz et al., 1999), were transcribed under the regulation of a ubiquitin gene promoter (Lee et al., 1988) in several fly species, high expression levels were observed from the thoracic flight muscle (Handler and Harrell, 1999, 2001). These proteins are highly stable and can be detected under epifluorescence optics in insects several weeks after death (A. Handler and R. Harrell, unpublished), which should allow the identification of insects that have died in field traps. Determining whether trapped female insects have mated with sterile males and if sperm precedence is occurring are important to assessing programme effectiveness, and currently a reliable method to determine this is unavailable. Linking a testes-specific promoter from the β2-tubulin gene (Fackenthal et al., 1993; Hoyle et al., 1995) to DsRed results in red fluorescent sperm bundles in Drosophila and Acetes, and in Drosophila, the fluorescent sperm can be unambiguously detected in the seminal receptacle of mated females (A. Handler and R. Harrell, unpublished; R. Smith and P. Atkinson, unpublished). Transfer of this method to other non-drosophilids
should be straightforward, but will require isolating the β2-tubulin gene, or other spermatocyte promoter, from the species of interest, which has been achieved for Heliothis virescens and A. aegypti (Davis and Miller, 1988; R. Smith and P. Atkinson, unpublished). Te-testes-specific promoters may also find use in strains for male sterility, which would result from the testes-specific expression of gene products that cause cellular lethality, as discussed later. The sex-specific tissue expression of a fluorescent marker has the additional benefit potentially of allowing the sexing of embryos or larvae by COPAS™ fluorescent sorting (Furlong et al., 2001). Sex-specific expression can be achieved in either male or female reproductive tissue, or by transgene integration into a sex-determining chromosome (e.g. Y chromosome in male flies and W chromosome in female moths).

**Conditional regulation for sterility and lethality**

Genes that cause cellular lethality can result in organismal death if expressed in all tissues or those that have vital functions, or result in sterility when expression is limited to reproductive tissue. Both phenotypes can play an important role in controlling insect pest populations. Genes that are lethal effectors include those involved in programmed cell death or apoptosis, dominant lethal mutations, and toxin subunits. A caveat to their use, however, is that their expression or gene product function must be conditional so that lethality or sterility only occurs under non-permissive conditions, while viability and fertility under permissive conditions allows normal strain rearing. Conditional gene expression is possible from regulatory promoters that are specifically induced or suppressed by molecules added to diet (e.g. antibiotics), while conditional function is possible from mutated genes having a lethal product that is temperature labile. The general strategy for use of these systems is to rear populations under permissive conditions with adults (or males only) released to the field. Resulting progeny are expected to die, preferably in early development, or become sterile under environmental conditions that are non-permissive. For male sterility or female lethality required for SIT, non-permissive conditions could be provided as part of the rearing regime.

For dietary regulation of sterility or lethality, a commonly used method is derived from the tetracycline-resistance operon of the E. coli Tn10 transposon. This system can either activate or inhibit gene expression in the presence of tetracycline or derivatives (Gossen and Bujard, 1992; Gossen et al., 1993). The tet transcriptional activator (tTA) is inhibited by tetracycline from binding to the tet response element (TRE or tetO), and thus tetracycline represses expression of genes linked to the TRE (known as ‘tet-off’), which is used routinely in Drosophila (Bello et al., 1998) and has been tested successfully in the medfly (Gong et al., 2005). A mutated form of tTA, reverse TTA (rtTA), acts in a converse fashion (or ‘tet-on’) where the tetracycline derivative, doxycycline, is required for its binding and activation of the TRE (Kistner et al., 1996), which has also been demonstrated in Drosophila (Bieschke et al., 1998). Use of these systems thus allows both negative and positive conditional regulation of lethal genes linked to the TRE. Promoter/enhancer sequences linked to TTA or rtTA provide tissue and developmental specificity to the tet-dependent lethal gene expression. Several model systems for tet-repressed lethality have been tested in Drosophila using the programmed cell death gene, hid (Abrams et al., 1993;
Grether et al., 1995; Wing et al., 1998), as the lethal effector. Two tests used the female-specific yolk protein gene promoter to drive hid expression in the female fat body, a vital organ, to specifically cause female lethality in late pupae and early adults (Heinrich and Scott, 2000; Thomas et al., 2000). Another approach used the promoters, nulla and serendipity, to cause death during embryonic development (Horn and Wimmer, 2003). For both systems, most insects failed to survive only when removed from a diet containing tetracycline. An interesting permutation of the tet-repressible lethality system is that the tTA product itself has a lethal effect at high concentrations. When placed in a positive regulatory loop where tTA is linked to the TRE, tTA drives its own expression in the absence of tetracycline, which resulted in >98% death in medfly larvae and pupae (Gong et al., 2005).

Conditional regulation of lethal gene function is also achieved by dominant-acting, temperature-sensitive lethal genes that result in death in Drosophila at either abnormally high (28–29°C) or low (18–20°C) temperatures, but which typically can survive at moderate temperatures of 22–27°C. For this strategy, insects may be reared at moderate temperature and released, with heat-sensitive progeny dying in tropical climates, or cold-sensitive progeny failing to overwinter in mid-latitudes and higher. For the diphtheria (cold-sensitive) (Bellem et al., 1992) or ricin (heat-sensitive) (Moffat et al., 1992) toxin subunit genes, linkage to appropriate promoters should result in organismal lethality or tissue-specific cell death, and have been used for tissue ablation studies (Kalb et al., 1993). For the Drosophila Notch

 cold-sensitive mutation (Fryxell and Miller, 1994) and DTS-5 heat-sensitive mutation (Saville and Belote, 1993; Covi et al., 1999), organismal death has been observed at non-permissive temperatures, and for some strains of transgenic medflies homozygous for the Drosophila DTS-5 mutation, larval–pupal lethality occurs at 90–95% at 30°C (R. Krasteva and A. Handler, unpublished).

All of the conditional lethality systems are currently under development, and while high rates of lethality have been obtained, if high over-flooding ratios of transgenic insects (to field populations) are released, even 98–99% lethality in progeny could result in only a marginal effect on the targeted population. If the surviving offspring are revertants, a positive effect on population size could occur, exacerbating the problem. Thus, achieving 100% lethality still should remain a goal for these strategies, and one approach would be to integrate multiple lethal constructs into host strains. Modelling and large-scale rearing tests will be essential to determine actual efficacy and population dynamics at varying levels of penetrance of the lethal effect.

**Stabilization of transposon vectors**

Unlike gene transfer systems used for plants and animals where genomic integrations result from the fortuitous recombination of introduced DNA, non-autonomous transposon vectors can be re-mobilized by the presence of functional transposase. Transposase can arise from the undetected presence of the vector transposon in a host species, or a related transposon that can cross-mobilize the vector. While probably a rare occurrence in nature, remobilization of defective vectors is commonly induced for insertional mutagenesis studies with P and piggyBac (Brand et al., 1994; Horn et al., 2003), and cross-mobilization has been experimentally
demonstrated for the hobo and Hermes elements (Sundaram et al., 1999). Autonomous transposons are normally self-mobilized in nature, which is responsible for their spread among species, and which is desired for programmes requiring the transgene to be driven into a population, as described previously for vectors of disease. For mariner-related (Robertson, 1993; Robertson and MacLeod, 1993) and piggyBac (Handler and McCombs, 2000) elements in particular, nearly identical elements in distantly related species is a strong indication for transposon mobilizations and horizontal interspecies transfer. While it is unclear whether defective transposons have been cross-mobilized or are simply mutant derivatives of once functional elements, it is certainly possible for defective elements, or vectors, to be cross-mobilized. While this may occur rarely in nature, the large population scale and pressures of mass rearing for release programmes could be favourable for the selection of such events (Robinson et al., 1999).

The potential for vector re-mobilization is a serious concern for transgenic strains used in biocontrol programmes since, primarily, this would result in strain instability due to loss of the vector transgene or transposition to another chromosomal site (Handler, 2004). Vector loss would result in elimination of desired attributes conferred on the transgenic strain, while intra-chromosomal movement could result in altered transgene expression (due to regulatory position effects) and cause new mutations diminishing strain fitness. Either effect could be devastating and costly to long-term programmes by reverting a ‘beneficial’ strain back to its pest status. A secondary effect of vector re-mobilization, though potentially more serious, is inter-organismal transfer of the vector, similar to horizontal transmission of transposons. The transfer of transgenes and the potential creation of mutations in unintended hosts could have serious ecological effects that would be a function of the particular transgene activity and the new host (Hoy, 2003). No matter how innocuous the transgene might seem to be, it is clearly impossible to estimate how any particular transgene might behave in numerous potential hosts and the ecological consequences. Fluorescent proteins, GFP and DsRed in particular, would be the minimal amount of exogenous genetic material in any transgenic insect, and they are already used routinely in experimental settings (Horn and Wimmer, 2000). GFP has been used in many transgenic organisms as reporters for gene expression, in humans to monitor gene therapeutic agents, and transgenic fish are commercially available as novelty pets (GloFish™). Yet toxicities have been established for highly expressed GFP in cell culture (Liu et al., 1999), and scientific and social concern might be expected if it was used in a transgenic organism where its stability could not be assured with certainty. These concerns would be compounded in terms of the use of transgenes resulting in a lethal cellular response.

These ecological concerns were voiced in response to the environmental assessment of a contained field release of a transgenic lepidopteran pest, the pink bollworm, *Pectinophora gossypiella*. This strain was transformed with a piggyBac/EGFP vector to genetically mark moths used in SIT (Peloquin et al., 2000). The environmental assessment for this project was widely commented upon, with particular emphasis on issues relating to transgene stability, especially for the potential movement into infecting baculoviruses (see http://www.centerforfoodsafety.org/pubs/CommentsUSDAFieldRelease7.21.2001.pdf). This was especially significant since
piggyBac was originally discovered by virtue of it transposing from a lepidopteran cell line genome into an infecting baculovirus (Fraser et al., 1983, 1985).

It was with the consideration for potential vector instability and the inability to adequately assess or control for the possibility of inter-species transfer of a transposon vector that we and others considered the critical need for new vectors that could be immobilized after transposase-mediated integration. Since transposase was already deleted from the vector, the most obvious approach to immobilization was to rearrange or delete one or both of the vector terminal sequences that bind to transposase. One approach considered is use of recombination sites, such as FRT or loxP, within vectors so that terminal sequences could be rearranged or deleted after integration in the presence of the FLP or Cre recombinase, respectively. The simplest approach is to have two recombination sites within a vector in opposite orientation that would result in an inversion (Handler, 2004). However, to displace a terminal sequence in this way, one site of at least 34 bp would have to be within the terminal sequence, and this might disrupt transposase binding and the ability to generate the initial integration. Alternatively, recombination sites could be in independent vectors that, when integrated in the same chromosome in opposite orientation, create a chromosomal inversion that results in vector chimeras. This approach was successfully tested in Drosophila using FRT recombination between piggyBac and Hermes vectors inserted into the same chromosome (I. Viktorinova and E. Wimmer, personal communication). Despite the elegance of this approach and its potential use in Drosophila, its wide use in nondrosophilid species probably will be limited, in the short term at least, since assigning linkage groups and vector orientation (to avoid lethal deletions) is not readily possible for most other insects.

We therefore considered an alternative approach that, a priori, also has limitations. To stabilize transposon vectors subsequent to genomic integration, we tested a piggyBac vector in Drosophila that allowed terminal sequence deletion by introducing an internal tandem duplication of the other terminal sequence. Independent fluorescent protein markers were placed between each set of termini to create the vector plasmid pBac [L1-PUbDsRed1-L2-3xP3-ECFP-R1] (Handler et al., 2004). A duplicated 5' terminal piggyBac sequence (L2) was inserted internal to the flanking 5' (L1) and 3' (R1) termini, with independent markers, PUbDsRed1 and 3xP3-ECFP, placed between each set of termini. Transformation with this vector can result in two types of integration: either the shorter embedded L2-3xP3-ECFP-R1 sequence may integrate using the internal L2 5' terminus, or the complete L1-PUbDsRed1-L2-3xP3-ECFP-R1 vector may integrate using the L1 5' terminus, which is the desired integration. The theoretical limitation to this approach is that shorter vectors transpose more efficiently than longer vectors, and it was conceivable that only L2-3xP3-ECFP-R1 integrations would occur. However, while the initial transformation with this vector resulted in seven lines with only the embedded L2-3xP3-ECFP-R1 vector, one line incorporating the complete L1-PUbDsRed1-L2-3xP3-ECFP-R1 vector also occurred. In a converse fashion, upon re-mobilization of the L1-PUbDsRed1-L2-3xP3-ECFP-R1 vector by mating to a piggyBac transposase jumpstarter strain (having a chromosomal source of the functional transposase gene), the L2-3xP3-ECFP-R1 vector was remobilized more frequently, resulting in progeny having only the L1-PUbDsRed1 vector sequence remain (Figure 8.2). In the absence of the R1 3' piggyBac terminus, the expectation is that the remaining L1-
PUbDsRed1 sequence would remain stable in the genome, irrespective of the presence of transposase. This was verified by mating the L1-PUbDsRed1 stabilized line to the jumpstarter strain, which resulted in a stable phenotype in more than 7000 progeny assayed, compared to a >5% remobilization frequency in the original L1-PUbDsRed1-L2-3xP3ECFP-R1 strain. This demonstrated stabilization of the PUbDsRed1 transgene resulting from loss of the 3’ piggyBac vector terminus. Other genes of interest, if inserted upstream to the internal 5’ sequence, would have been similarly stabilized. Stabilization vectors have since been incorporated into the medfly and carbfly, allowing a practical evaluation of this system under mass rearing regimes.

**Gene vector targeting**

Creation of transgenic strains for biocontrol having optimal fitness and viability
attributes is often difficult due to vector insertional mutations that disrupt vital gene functions, and suppressed or variable transgene expression due to genomic position and enhancer effects. These effects are well established by studies that showed diminished viability in transgenic strains and suppressed transgene marker function (Catteruccia et al., 2003; Irvin et al., 2004). Several studies on transgenic lethality vectors in *Drosophila* have shown that, typically, only one of ten or more strains exhibit lethality greater than 95% (Heinrich and Scott, 2000; Horn and Wimmer, 2003), and this is attributed to position effect suppression. These disadvantages can be minimized by targeting transgene integrations to pre-defined genomic sites devoid of known coding or regulatory function and that are minimally affected by position and enhancer effects. Targeting transgene insertions has also been a major goal of those studying gene structure–function relationships that require the same genomic context for true allelic comparisons of gene expression. This motivated the development of targeting systems based upon the φC31 integrase (Groth et al., 2004) and FLP (Horn and Handler, 2005) and Cre (Oberstein et al., 2005) recombinase systems. For applied use, the targeting concept would be realized by creating several (perhaps many) target site strains by initially introducing genomic recombination sites using transposon-mediated gene transfer. These acceptor sites would be fully characterized with respect to insertion site sequence and function (i.e. coding or regulatory function) and position effect variegation, and the transgenic strains would be assessed for fitness, viability, and any other desired attributes. Optimal strains then would be used for all subsequent targeted integrations by an integrase or recombinase-mediated process.

Using a *P* element vector, *attP* sites have been integrated into the *Drosophila* genome, with subsequent targeted integration by *attB* plasmid in the presence of integrase (Groth et al., 2004). This was the first relatively high frequency unidirectional targeting system developed for an insect achieving integrations at a rate of 55%; however, the system as described is specific for *Drosophila*, occasionally genomic 'pseudo' *attP* sites may be targeted, and single recombinations result in the entire *attB* donor vector plasmid being integrated. Thus, the integration product will typically contain extraneous DNA, including antibiotic resistance genes and plasmid origins of replication, that may be undesirable in insects used in biocontrol release programs.

Unlike the single recombination integrase system, the FLP/FRT and Cre/loxP systems have been used in recombinase-mediated cassette exchange (RMCE) that uses a double recombination to integrate a defined cassette sequence having only genes of interest. This was developed previously using heterospecific *FRT/FRT3* sites for targeted insertions in mammalian stem cell lines to control transgene expression (Baer and Bode, 2001). Heterospecificity was conferred by nucleotide substitutions in four of the eight base pairs in the spacer sequence in *FRT* to create *FRT3*. While FLP recombinase mediates recombination between each *FRT*, cross reactivity between *FRT* and *FRT3* is eliminated.

We modified the *in vitro* RMCE system for use in organisms, and insects in particular (*Figure 8.2*), by creating genomic target sites with a *piggyBac* acceptor vector and assessing cassette exchange by interconvertible fluorescent protein markers (Horn and Handler, 2005). A homing sequence from the *Drosophila* *linotte* locus was incorporated to facilitate target and donor sequence pairing. The *piggyBac*
target site acceptor vector has the two heterospecific *FRT* recombination sites surrounding a cyan fluorescent protein (CFP) marker coding region regulated by the eye-specific 3xP3 promoter, and the *lin* sequence. Once integrated into the genome, the acceptor site was targeted by a donor vector having corresponding *FRT/FRT3* sites surrounding a YFP (yellow fluorescent protein) marker-coding region that lacked a promoter (and thus could be expressed only after recombining proximal to a promoter), and *lin* sequences. Recombination between the target and donor *FRT/FRT3* sites was mediated by FLP recombinase, with recombinants identified at a frequency of ~23% by screening for conversion of CFP to the YFP eye fluorescence marker phenotype. To stabilize targeted insertions, a new RMCE donor vector had a piggyBac 3'-terminus (R2) incorporated to allow post-integration deletion of the piggyBac 5'-terminus, as described previously.

Another RMCE system tested in *Drosophila* relies on heterospecific *loxP* recombination sites (Oberstein *et al.*, 2005). Notably, this system did not incorporate a homing sequence, but RMCE frequencies were less than half those reported for the *FRT* system. Nevertheless, this suggests that while homing sequences such as *lin* may enhance RMCE, they are not essential. This is an important consideration for use of this system in nondrosophilids for which homing sequences have not been identified. This approach also shows that use of heterospecific *FRT* and *loxP* sites together in an acceptor site can provide numerous targets for repetitive integrations. New transgene vectors such as these, which allow genomic targeting and post-integration stabilization, should improve significantly the efficient creation of insects intended for field release and, importantly, enhance their ecological safety.

**Summary**

The ability to routinely genetically modify insect species holds great promise for fundamental research that explores the functional activity of genomic sequences, and the use of this information to control the viability, fitness, and behaviour of both beneficial and pest insects. Currently, almost all insect genetic modifications rely on the use of transposon vector systems, and a detailed understanding of the mechanisms that result in mobility is critical to applications that require optimal or maximum frequencies of transposition, and to applications where immobilization is necessary for vector stabilization. Great progress has been made in understanding the biophysical mechanisms and interactions between the transposase enzyme for the *Hermes* and *Moso* transposons and their respective ITR sequence substrates, but the relevance of this knowledge to other transposon vectors can only be speculated upon. It is clear, however, that mutations in the transposon sequence can result in their hyperactivity, and an effective means of screening for these mutations should improve our understanding and applied use of all the available vectors. Progress also has been made in testing recombinant-based constructs for their ability to diminish the vectorial capacity of mosquito disease vectors, but the ability to drive these transgenes into an endemic population is largely unknown. Genetic drive systems, such as autonomous vectors or meiotic drive, have been speculated upon, but serious testing in targeted species remains to be done. Development of transgenic strains for biocontrol has also been initiated, especially for tephritid fruit flies, and conditional lethality systems may supersede current programmes such as SIT. To do
so, nearly complete, if not complete lethality will be needed at a consistent level, and model systems have yet to achieve this. To develop such strains, repetitive introductions of transgene vectors into a host genome may be required, but a difficulty in comparing efficacy is the varying influence of different insertion sites on transgene expression and host fitness. A prospective problem for transposon-mediated vector insertions is the potential re-mobilization of the vector by an unintended source of transposase. The development of a new class of vectors that allow genomic targeting by RMCE, and transposon immobilization by ITR deletion, should have a significant impact on the efficient creation and testing of new transgenic strains, as well as minimizing the ecological risk of their release into the environment.
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