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Abstract

The ability to perform high precision measurements underpins a plethora of ap-

plications. Several techniques for force sensing, phase estimation and discrimina-

tion, as well as surface reconstruction for complex features of three-dimensional

samples, have been developed in recent years. The main aim of this thesis is to

investigate metrology enhancements due to quantum resources (probes and mea-

surements), by using quantum parameter estimation and channel discrimination

techniques.

The thesis focuses on two main scenarios.

In the first one, we deal with three-dimensional superlocalisation. By using tools

from multiparameter quantum metrology, we show that a simultaneous estimation

of all three components of the separation between two incoherent point sources

in the paraxial approximation is achievable by a single quantum measurement,

with a precision saturating the ultimate limit stemming from the quantum Cramér-

Rao bound. Such a precision is not degraded in the sub-wavelength regime, thus

overcoming the traditional limitations of classical direct imaging derived from

Rayleigh’s criterion. Our results are qualitatively independent of the point spread

function of the imaging system, and quantitatively illustrated in detail for Gaus-

sian beams. In this case, we show that a method of measuring the position of each

photon at the imaging plane based on discrimination in terms of Hermite-Gaussian

spatial modes reaches the quantum precision bound in the limit of infinitesimal

separation.
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In the second part of the thesis, we investigate the role of quantum coherence as

a resource for channel discrimination tasks. We consider a probe state of arbi-

trary dimension entering a black box, in which a phase shift is implemented, with

the unknown phase randomly sampled from a finite set of predetermined possi-

bilities. At the output, an optimal measurement is performed in order to guess

which specific phase was applied in the process. We show that the presence of

quantum coherence (superposition with respect to the eigenbasis of the generator

of the phase shift) in the input probe directly determines an enhancement in the

probability of success for this task, compared to the use of incoherent probes. We

prove that such a quantum advantage is exactly quantified by the robustness of

coherence, a full monotone with respect to the recently formulated resource theo-

ries of quantum coherence, whose properties and applications are developed and

explored in detail.
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Introduction

The ability to perform high precision measurements, sensing, and imaging at

micro- and nano-scale underpins a plethora of applications in manufacturing in-

dustry, biomedical sciences, fundamental physics and information technology [1].

Several techniques to scan and reconstruct complex features of three-dimensional

inert or living samples have been developed in recent years [2], and the quest to en-

hance the signal-to-noise ratio and the acquisition rate in these setups is still very

much open. The majority of optical imaging techniques (e.g. fringe projection, or

focus variation) utilise light sources which are essentially modelled as classical,

which means that the precision achievable in such setups is a priori limited by

the so-called shot noise limit. On the other hand, it is well known that quantum

features such as superposition and entanglement can give rise to an enhanced pre-

cision in metrology and imaging, allowing one to beat those limitations [3, 4]. The

applications of quantum metrology to a wide range of technologies (e.g. commu-

nication, navigation, clocks) are currently being pursued as a national priority in

the UK, and the detection of elusive signals like gravitational waves will only be

possible by exploiting quantum-enhanced techniques.

The thesis is organized as follows.

This thesis is focused mainly on three-dimensional superlocalization and on the

role of quantum coherence as a resource for channel discrimination tasks.

The dissertation starts with a brief introduction over the elements of quantum me-

chanics, where are showed the basics axioms of quantum mechanics that describe
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the states, observables and the dynamical evolution of a quantum system.

Then, in the first part, we investigate the imaging theory starting from the classical

scheme. Here we look from the diffraction theory [5, 6] to led through the classical

resolution limit: Rayleigh’s criterion [7, 8]. Then we look at some scenarios that

beat this limit as the Abbe theory of formation that lead to the Abbe’s [9, 10, 11]

limit and the a priori information from the Fourier analysis [6, 12, 13]. From here

we move to a quantum setting, where with use of quantum metrology analysis

[14, 15, 16, 17] we show how the Rayleigh’s curse is beaten [18, 19, 20]. In

particular we focus on the estimation of relative distances in a scheme of two light

point sources (initially focusing on angular and axial distances between them,

then we specialize in a 3-D setting). In both cases we find that Rayleigh’s curse

does not occur, indeed this measurement is distance-independent [21]. Then we

specialize to Gaussian beams deriving formulas and showing that in the limit of

small distances all the parameters become statistically independent. In the end

we propose an experimental implementation that use the method of spatial mode

demultiplexing [18]. We show, that using this method is possible to estimate the

3-D separation between the two sources with quantum optimal Fisher information.

In the second part we start to analyze the quantum coherence as resource theory

[22, 23], showing the general structure of a quantum resource theory [24]: free

states, resource states and free operation where they are respectively the states that

can be implemented for free, the states which are not free and the operation that

cannot convert a free state into a resources state. From here we we approach quan-

tum coherence as a resource theory, defining the resource states and free states for

it, and proposing a class of free operation suitable for quantum coherence. In

the last part we define robustness of coherence as a measure for quantum coher-

ence [23], giving an operational interpretation of it that quantifies the advantage

enabled by a quantum state in a phase discrimination task.

Chapter 0 Carmine Napoli 2



1 — Elements of quantum mechan-
ics

1.1 The postulates of quantum mechanics

We set the stage of this thesis by briefly reviewing the basic axioms [25] of quan-

tum mechanics, describing the states, observables and dynamical evolution of a

quantum system. These postulates provide a connection between the physical

world and the mathematical formalism of quantum mechanics.

1.1.1 Pure state space

The first postulate of quantum mechanics establishes what the pure states of a

quantum system are, i.e. the states of a quantum system whose knowledge is in

principle the best possible one.

Postulate 1.1.1. Any quantum system is associated with a complex Hilbert space

H , also known as the carrier Hilbert space. The set of pure states of a quan-

tum system is characterised by the projective Hilbert space P (H) of the carrier

Hilbert space H , i.e. the set of equivalence classes of vectors of H differing by
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multiplication through a non-zero complex number. Specifically,

P (H) =
{ [
|ψ〉

]
: |ψ〉 , |ψ′〉 ∈

[
|ψ〉

]
⇔ |ψ〉 = λ |ψ′〉 ,

|ψ〉 , |ψ′〉 ∈ H\ {0} , λ ∈ C\ {0}
}
.

(1.1)

For the sake of simplicity, according to common practice, in the following we

will denote an arbitrary pure state simply by a so-called state vector |ψ〉, i.e. a

vector of H satisfying the condition 〈ψ|ψ〉 = 1, also known as normalisation

condition. However, it is worthwhile to note that the state vectors are not in one-

to-one correspondence with the pure states, as it can be easily seen by considering

the two state vectors |ψ〉 and |ψ〉′ = eiφ |ψ〉 which are both normalised but are

equivalent up to an unobservable phase factor, thus corresponding to the same

pure state.

The simplest quantum system is the so-called quantum bit, also known as qubit.

A qubit is associated with a two-dimensional complex Hilbert space, i.e. H ' C2.

Therefore, if |0〉 and |1〉 form an orthonormal basis of such space, then an arbitrary

pure state of a qubit can be written as follows:

|ψ〉 = a |0〉 + b |1〉 , (1.2)

where a and b are complex numbers such that |a|2 + |b|2 = 1. The most general

pure state of a qubit, Eq. (1.2), can be thus written in the following form:

|ψ〉 = cos θ |0〉 + eiφ sin θ |1〉 , (1.3)

where θ ∈ [0, π/2] and φ ∈ [0, 2π[. Consequently, the set of pure states of a qubit

enjoys a nice geometrical representation, that is the two-dimensional unit sphere.

Chapter 1 Carmine Napoli 4



1.1.2 Closed dynamics

How does an initial pure state |ψ〉 of a closed quantum system vary with time? The

following postulate gives a prescription for such dynamical evolution.

Postulate 1.1.2. The evolution of a closed quantum system is described by a uni-

tary transformation. More precisely, the pure state |ψ (t)〉 of the system at a sub-

sequent time t > t0 is obtained by applying to the state |ψ (t0)〉 of the system at the

initial time t0 a unitary operator U (t, t0) which depends only on the times t and t0,

i.e.

|ψ (t)〉 = U (t, t0) |ψ (t0)〉 , (1.4)

where U (t, t0)†U (t, t0) = U (t, t0) U† (t, t0) = 1, with 1 being the identity overH .

The evolution of a closed quantum system is thus deterministic, in the sense that

the state of the system at a subsequent time t is entirely determined by the state of

the system at the initial time t0.

1.1.3 Quantum measurements

However, when a measurement is performed on a quantum system, the latter is

in general disturbed and such determinism is lost. The next postulate describes

the intrinsically indeterministic effect of a measurement performed on a quantum

system.

Postulate 1.1.3. Quantum measurements are described by a collection {Mm} of

semi-positive definite operators Mm ≥ 0 over the carrier Hilbert space satisfying

the completeness relation, ∑
m

M†
mMm = 1. (1.5)

The index m refers to the corresponding measurement outcome that may occur in

the experiment. If, immediately before the measurement, the state of the quantum

Chapter 1 Carmine Napoli 5



system is |ψ〉, then the probability that the result m occurs is given by

p (m) = 〈ψ
∣∣∣M†

mMm

∣∣∣ψ〉 , (1.6)

and the state of the system after the measurement is

Mm |ψ〉√
〈ψ

∣∣∣M†
mMm

∣∣∣ψ〉 . (1.7)

The completeness relation thus ensures that the probabilities p (m) of obtaining all

the possible outcomes sum up to one, i.e.:∑
m

p (m) =
∑

m

〈ψ
∣∣∣M†

mMm

∣∣∣ψ〉 = 〈ψ|ψ〉 = 1. (1.8)

1.1.4 Composite systems

Suppose we are interested in a quantum system composed of two (or more) dis-

tinguishable particles. How should we describe it in terms of its subsystems? The

following postulate provides us with the answer.

Postulate 1.1.4. The carrier Hilbert space of a composite quantum system is given

by the tensor product of the carrier Hilbert spaces associated with the subsystems.

For example, if we have a quantum system composed of two distinguishable par-

ticles A and B, whose carrier Hilbert spaces are given byHA andHB with dimen-

sions dA and dB, respectively, then we have that the Hilbert space associated with

the composite system is given by HAB = HA ⊗ HB. Specifically, if
{
|iA〉

}dA−1

i=0
and{

| jB〉
}dB−1

j=0
are orthonormal bases ofHA andHB, respectively, then

{
|iA〉 ⊗ | jB〉

}
, also

denoted by
{
|iA〉 | jB〉

}
, is an orthonormal basis of HAB. In other words, a generic

Chapter 1 Carmine Napoli 6



pure quantum state of such composite system can be written as follows:

|ψAB〉 =

dA−1∑
i=0

dB−1∑
j=0

ci j |iA〉 | jB〉 , (1.9)

where
∑dA−1

i=0

∑dB−1
j=0

∣∣∣ci j

∣∣∣2 = 1.

1.1.5 Mixed states

Density operators over the carrier Hilbert space, which are defined as trace-one

semi-positive definite operators overH , provide a convenient way to describe the

states of quantum systems whose knowledge is not the best possible one, also

known as mixed states. More precisely, suppose we only know that a quantum

system is in one of a number of pure states |ψi〉, with corresponding probabilities

pi. We shall call {pi, |ψi〉} an ensemble of pure states. The mixed state of the system

corresponding to such ensemble of pure states is characterised by the following

density operator:

ρ ≡
∑

i

pi |ψi〉 〈ψi| . (1.10)

The density operator is also known as density matrix when represented in a par-

ticular basis of the carrier Hilbert space. We immediately recover the set of pure

states within the density operator formalism by restricting to the rank-one density

operators, i.e. the normalised projectors over the carrier Hilbert space, which are

in one-to-one correspondence with the elements of the projective Hilbert space of

the carrier Hilbert space.

It turns out that all the postulates of quantum mechanics can be readily extended

from pure states to mixed states as follows.

Since the evolution of a closed quantum system in a pure state is described by a

unitary operator U, if the system was initially in the state |ψi〉 with probability pi,

then after the evolution has occurred the system will be in the state U |ψi〉 with

Chapter 1 Carmine Napoli 7



probability pi. Consequently, the evolution of the mixed state corresponding to

the ensemble {pi, |ψi〉} is described by the following equation:

ρ =
∑

i

pi |ψi〉 〈ψi|
U
−→

∑
i

piU |ψi〉 〈ψi|U† = UρU†. (1.11)

Measurements are also easily extendible to mixed states through the density oper-

ator formalism. Suppose we perform a measurement described by the collection

of semi-positive definite operators {Mm}. Given that the initial state is |ψi〉, the

probability of getting the m-th result is:

p (m|i) = 〈ψi

∣∣∣M†
mMm

∣∣∣ψi〉 = Tr
[
M†

mMm |ψi〉 〈ψi|
]
, (1.12)

while the state of the system after obtaining the result m is:

|ψm
i 〉 =

Mm√
〈ψi|M

†
mMm|ψi〉

|ψi〉 . (1.13)

Consequently, the mixed state corresponding to the ensemble {pi, |ψi〉} after ob-

taining the result m is given by:

ρm =
∑

i

p (i|m) |ψm
i 〉 〈ψ

m
i | =

∑
i

p (i|m)
Mm |ψi〉 〈ψi|M

†
m

〈ψi|M
†
mMm|ψi〉

, (1.14)

where p (i|m) is the probability that the state prior to the measurement was |ψi〉

given that the measurement outcome is the m-th one. By using Bayes’ rule,

p (i|m) = pi
p(m|i)
p(m) , and the fact that p (m) =

∑
i pi p (m|i), we obtain:

ρm =
∑

i

pi
Mm |ψi〉 〈ψi|M

†
m

Tr
[
M†

mMmρ
] =

MmρM†
m

Tr
[
M†

mMmρ
] (1.15)

We can now reformulate the postulates of quantum mechanics within the density

operator formalism.

Chapter 1 Carmine Napoli 8



Postulate 1.1.5. The set of states of a quantum system is characterised by the set

of density operators over the carrier Hilbert space.

Again, if we restrict ourselves to the case of a qubit, we get that the set of all states,

as given by all the possible convex mixtures of two-qubit pure states, i.e. all the

possible convex combinations of points lying on the two-dimensional unit-sphere,

is the unit ball, also known as Bloch sphere.

Postulate 1.1.6. The evolution of a closed quantum system is described by a uni-

tary transformation. More precisely, the state ρ (t) of the system at a subsequent

time t > t0 is obtained by applying to the state ρ (t0) of the system at the initial

time t0 a unitary operator U (t, t0) which depends only on the times t and t0, i.e.

ρ (t) = U (t, t0) ρ (t0) U† (t, t0) . (1.16)

However, as soon as an open quantum system is considered, its evolution is in

general no longer unitary. The most general dynamical evolution that a quantum

system can undergo is described by a so-called completely positive trace preserv-

ing (CPTP) map, i.e. any channel Λ

ρ→ Λ (ρ) , (1.17)

such that Tr
[
Λ (ρ)

]
= 1 and Λ (ρ) ⊗ 1n is a density operator for any ρ and any

dimension n of the n × n identity 1n. CPTP maps enjoy a nice characterisation in

terms of the so-called Kraus operators {Vi} [26]:

Λ (ρ) =
∑

i

ViρV†i , (1.18)

where
∑

i V†i Vi = 1. Eq. (1.18) can be easily written as a classical mixture Λ (ρ) =∑
i piρi, with probabilities given by pi = Tr

(
ViρV†i

)
and states ρi = ViρV†i /pi.

Consequently, the general evolved state of an open quantum system is a mixed

Chapter 1 Carmine Napoli 9



state, thus justifying why we are facing the extension of the rules of quantum

mechanics from the set of pure states to the set of mixed ones.

Postulate 1.1.7. Quantum measurements are described by a collection {Mm} of

semi-positive definite operators Mm ≥ 0 over the carrier Hilbert space satisfying

the completeness relation, ∑
m

M†
mMm = 1. (1.19)

The index m refers to the corresponding measurement outcome that may occur in

the experiment. If, immediately before the measurement, the state of the quantum

system is ρ, then the probability that the result m occurs is given by

p (m) = Tr
[
M†

mMmρ
]
, (1.20)

and the state of the system after the measurement is

MmρM†
m

Tr
[
M†

mMmρ
] . (1.21)

In this postulate is given a description of the statistics of measurements, indeed

is given the probabilities of all possible measurement outcomes. Moreover, the

postulate gives a description of the state of the system after the measurement. In

some applications, instead of the post-measurement description of the state of the

system, is taken, as main item of interest, the probabilities of the respective mea-

surement outcomes. An example is for an experiment where the system is mea-

sured only once. In this case there a mathematical tool known as POVM (Positive

Operator-Valued Measure) formalism. This formalism is a consequence of the

general description of the measurements introduced in the previous postulate.

Postulate 1.1.8. The state space of a quantum system composed of distinguish-

able particles is given by the set of density operators over the tensor product of

the carrier Hilbert spaces corresponding to each subsystem.

Chapter 1 Carmine Napoli 10



Let us consider again a quantum system composed of two distinguishable parti-

cles in the overall state ρAB. A natural question arises: what are the corresponding

states of the two subsystems? The latter are described by the so-called reduced

density operators, obtained by marginalising each of the two subsystems as fol-

lows:

ρA = Tr
HB

[
ρAB

]
=

dB−1∑
j=0

〈 jB |ρAB| jB〉 ,

ρB = Tr
HA

[
ρAB

]
=

dA−1∑
i=0

〈iA |ρAB| iA〉 .

(1.22)
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2 — Classical imaging theory

In this chapter we are going to show a brief introduction on the area of image

formation, studying several cases based on the diffraction theory. From this we

analyze the several criterion which regulate when a direct measurement of the

optical intensity provides resolution limited. This help us to build up the start-

ing point to study the optical resolution and to find the tools to beat this limited

resolution.

2.1 Diffraction theory

The optical resolution sets the ability of an imaging system to distinguish spatial

dimension of an object. The classical resolving power of an optical instrument is

well-known from the works by Abbe [10, 11, 9] and Rayleigh [7], indeed, accord-

ing to these works, the sources can be resolved by direct imaging only if they are

separated, at least, by the diffraction-limited size of their point-spread function

(PSF).

The PSF can be imaged as the transfer function of the imaging system, hence from

[27] the imaging process is naturally described by: g (r) =
∫

S (r, r′) f (r′) dr′,
where f (r′) and g (r) are respectively the complex amplitude of the input ob-

ject and the image, while S (r, r′) is the PSF of the system. Physically, the PSF

represents the image at point r of a source situated at the point r′. In case of

space-invariant systems, the PSF depends only on the difference of the variables

13



r − r′, in which case the imaging process is given by the convolution integral

g (r) =

∫
S

(
r − r′

)
f
(
r′
)

dr′. (2.1)

To understand the mechanism that regulates the image formation and physical

resolution limits, it is helpful to start with the easy monochromatic light beam

case [28].

When a light beam is partly blocked by an obstacle, some of the light is scattered

around the object. At the edge of the shadow of the object on the screen, is im-

printed a pattern of light and dark bands. This effect is called diffraction [29].

This phenomenon is the starting point of many effects, for example the recorded

tracks of a CD or DVD act as a diffraction grating, generating the rainbow effect

pattern on the surface [30].

Consider the general form of the wave equation propagation [5] ∇2u − 1
c2
∂2u
∂t2 = 0,

where c is the light speed, u (r, t) is the generic wave amplitude function of a time

variable t and spatial variables r = (x, y, z), with a monochromatic point source C,

propagated through an opening in a plane opaque screen, and let P be the point at

which the light disturbance is determined. The disturbance at the point P is given

taking the Kirchhoff’s integral [31] over the surface S formed by the opening and

the opaque portion of the screen (see Figure 2.1), joined and closed by the spheri-

cal surface centred in P [30]. The Kirchhoff formulation of diffraction for strictly

monochromatic scalar wave (u (r, t) = ψ (r) exp [−ikct]) with wavenumber k gives

ψ (P) = ψ (r) = −
1

4π

∫
S

{(
∂ψ (r)
∂n

)
exp

[
ikξ

]
ξ

− ψ (r)
∂

∂n

(
exp

[
ikξ

]
ξ

)}
dS , (2.2)

where ξ is the distance of the element dS from P and ∂
∂n denotes differentiation

along the inward normal to the surface of integration [5].

Supposing that the wave propagates along the z-axis, and the object and image
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plane are fixed at z = 0 and z = d respectively, the input and output complex

amplitude are defined as [30]

f
(
r′
)

= f
(
x′, y′

)
= ψ

(
x′, y′, z′

) ∣∣∣
z=0

g (r) = g (x, y) = ψ (x, y, z)
∣∣∣
z=d
.

(2.3)

In literature [32] is well known the solution of Eq. (2.2) in near field and far field

regime, respectively the Fresnel diffraction and the Fraunhofer diffraction, which

occurs when the amplitude of the slit and the wavenumber varies linearly with the

distance from the aperture. For example [6], when a 2 mm size hole is illuminated

by light of wavelength 5x10−4 mm, the Fresnel diffraction is observed for distance

less than 2 m, then the Fraunhofer diffraction occurs at greater distances.

For a monochromatic light source with a wavenumber k, the total amplitude at

the point P ≡ (u, v) of Fraunhofer diffraction [6] in the image plane, as shown in

Figure 2.1: Description of the contour of integration and the quantities used to
deduce Fresnel-Kirchhoff’s diffraction formula. Here ξ is shown as a point on the
aperture, which is a subset of the aperture plane.
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ψP

Figure 2.2: Illustration of the Fraunhoffer diffraction given by a single slit, here we
can see that the intensity at each point P on the screen is given by the superposition
of all point sources into the object plane.

Figure 2.2, is obtained by

ψ (u, v) = exp
[
ikOPL

] ∫
S

f (x, y) exp
[
−ik (ux + vy)

]
dx dy, (2.4)

where f (x, y) is the transmission function of the object, and OPL is the Optical

Path Length of the light beam from the source to the screen. However, when

we measure the diffraction pattern, we estimate the intensity of total amplitude:

I (u, v) = |ψ (u, v)|2, for this reason OPL is irrelevant.

This approach can be generalized if the light beam illuminating the mask does

not travel along the z-axis. However, this is not a huge problem, indeed, from

the knowledge of the direction cosines of the incident wave-vector (l0,m0, n0) it is
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possible to redefine the coordinates on the image plane by [5, 32, 6, 33]

u = k0 (l − l0) , v = k0 (m − m0) . (2.5)

It is not difficult to see that even if we consider the most general case, the re-

sult strongly depends on the geometrical shape of the slit, then we propose some

crucial cases.

2.1.1 Single-slit case

Let’s assume that the transmission function is defined for the slit of width a along

x-direction

f (x, y) = rect (x/a) =

1 if |x| ≤ a/2

0 if |x| > a/2.
(2.6)

Furthermore, on the y-axis the slit is infinity.

Then, the amplitude function, using the transmission function Eq. (2.6), separates

the double integral Eq. (2.4) in a product of two integral of x and y, then from Eq.

(2.4)

ψ (u, v) =

∫ a/2

−a/2
exp (−iux) dx

∫ ∞

−∞

exp (−ivy) dy

= a sinc
(au

2

)
δ (v) .

(2.7)

After this, it is trivial to show the intensity of the pattern impressed on the screen

[33, 6, 5] for v = 0

I (u, 0) = a2 sinc2
(au

2

)
. (2.8)

As we can see in Figure 2.3, the function Eq. (2.8) has a maximum a for u = 0,

and is zero for a regular period given by au/2 = mπ, where m ∈ Z \ {0}. The other

maximum values are given by this proportional law: (2m + 1)−2, as given from
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Figure 2.3: Analytic form and pattern given by a single slit.

[6]. Moreover, the intensity is zero for the angles given by 1
2k0a sin (θ) = mπ,

where k0 is the wave number.

The pattern impressed on the screen is characterized by the function Eq. (2.8),

and consists of a succession of bright and dark fringes parallel to the line source

and the slit.

2.1.2 Double-slit case

An interesting example is given by the double-slit experiment. In this case we

consider an optical system composed of two slits with the same aperture a and

spacing d, as shown in the Figure 2.4.

Following the same idea used in the single-slit, we define the transmission func-
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Figure 2.4: Double slits experiment scheme.

tion as

f (x, y) =


1 if −

(
d
2 + a

)
≤ x ≤

(
d
2 − a

)
1 if

(
a − d

2

)
≤ x ≤

(
d
2 + a

)
0 otherwise.

(2.9)

Using the similarity between Eq. (2.9) and Eq. (2.6), even in this case the trans-

mission function separates the integral Eq. (2.4) into a product of functions of x

and y, and so

ψ (u, v) = 2d sinc
(
du
2

)
cos (au) δ (v) , (2.10)

with intensity

I (u, 0) = 4d2 sinc2
(
du
2

)
cos2 (au) . (2.11)
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Figure 2.5: Analytic form and pattern given by a double-slits.

The angular spacing of the fringes, θ f , is given

θ f ≈
λ0

d
, (2.12)

where λ0 is the light wavelength , and d is the distance between the two slits.

2.1.3 Rectangular hole

From the analysis of the examples we are able to study the diffraction pattern from

a hole. In the case of a rectangular hole we can represent it as two different single

slits: two of them on x-axis and the other two on y-axis [5, 32, 6, 33]. Supposing

that the origin is at the center of the aperture, the double integral can be factorized

and written as

ψ (u, v) =

∫ a/2

−a/2
exp (−iux) da

∫ b/2

−b/2
exp (−ivy) db. (2.13)
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Thus, the amplitude becomes

ψ (u, v) = ab sinc
(ua

2

)
sinc

(
vb
2

)
, (2.14)

and then

I (u, v) = a2b2 sinc2
(ua

2

)
sinc2

(
vb
2

)
(2.15)

The diffraction pattern is zero at values of ua and vb equal to non-zero multiples

of 2π, as we have seen in the single-slit case. Furthermore, the zeros lie on lines

parallel to the edge of slit, and are given by

ua = m12π, and vb = m22π. (2.16)

Figure 2.6: The observed diffraction pattern from a rectangular hole.

2.1.4 Circular hole

The last example is given by the circular hole. Furthermore, for this case, unlike

previous cases, the limits are not independent. If we consider a hole of radius R it

is a good idea to use polar coordinates for points in the aperture plane (ρ, θ) and
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in the diffraction plane (ξ, φ)x = ρ cos θ

y = ρ sin θ

u = ξ cos φ

v = ξ sin φ,
(2.17)

then Eq. (2.4) becomes

ψ (u, v) =ψ (ξ, θ) =

=

∫ r

0

∫ 2π

0
exp

[
−iρξ cos (θ − φ)

]
dρ dφ.

(2.18)

A simple way to solve this integral is using the Bessel functions [6, 34]

ψ (ξ, θ) =
2πRJ1 (ξR)

ξ
= πR2

[
2J1 (ξR)
ξR

]
, (2.19)

hence the intensity, as we said before, is

I (ξ, θ) = π2R2
[
2J1 (ξR)
ξR

]2

. (2.20)

As it could be expected, the results show that the pattern consists of a bright disc,

centred on the geometrical image of the source, surrounded by concentric bright

and dark rings Figure 2.7 . The intensity of the bright rings decreases rapidly with

the rings radius and usually only the first one or two rings can be seen by eyes.

Even in this case, as in the single-slit aperture, the amplitude profile has a maxi-

mum for u = 0, moreover, the first zero from the maximum defines a circle known

as Airy disk [35, 36]. The first zero is given at the angle ξ/k0 = 0.61λ/R, which

corresponds to x = ξR = 3.83.
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Figure 2.7: (a) Form of the circular hole intensity function; (b) Form of the circular
hole intensity function.

2.1.5 Diffraction grating

The first diffraction grating experiment was proposed by David Rittenhouse in

1785 [37]. It is a useful tool for modeling phenomena, indeed is an optical struc-

ture with a periodic structure that splits and diffracts light into several beams trav-

elling in different directions. Then, the characterization of any particular grating

is made by its transmission function.

The diffraction grating can be described as a one-dimensional periodic array of

similar apertures. By following the approach in Ref. [37, 6, 5, 32], each hole

is described by a profile b (x) and they are spaced by d, then the transmission

function is

f (x) = b (x) ⊗
N/2∑

n=N/2

δ (x − nd) , (2.21)

where N is the total number of the slits, and n is the order of diffraction. In the

approximation when N → ∞ (fundamental point for Abbe’s theory of imaging
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formation [10, 9]) the complex amplitude, given by[5, 32, 6, 33], is

ψ (u) = B (u)
∞∑

m=−∞

δ

(
u −

2πm
d

)
, (2.22)

where B (u) is the amplitude of the various orders of diffraction.

In this case, to find each zero points we have to consider the approach when the

light beam is not along the z-axis. Indeed, supposing that the incident beam is at

the angle θ0 and the diffracted light at θ to the z-axis, from Eq. (2.5), the coordinate

on the diffraction screen is

u = k0 (l − l0) =k0 (sin θ − sin θ0) =

=
2π
λ

(sin θ − sin θ0) .
(2.23)

Since sin θ and sin θ0 are between −1 and 1, we have that 4π
λ

is the maximum

value of u observable. Then, even if Eq. (2.22) is defined for all m, the general

diffraction condition will be

mλ = d (sin θ − sin θ0) , (2.24)

where, fixed θ

(−1 − sin θ0)
d
λ
≤ m ≤ (1 − sin θ0)

d
λ
. (2.25)

2.2 Classical resolution limit

An optical system is said to be able to resolve two point sources if the corre-

sponding diffraction patterns are sufficiently small or sufficiently separated to be

distinguished.
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2.2.1 Rayleigh’s and Sparrow’s criterion

In the previous section we have seen how the diffraction pattern given from a cir-

cular hole defines the Airy disk, the best-known resolution criterion formulated

by Rayleigh [7, 38, 32, 6, 5, 39] is applied to a case of an incoherent illuminated

object based on the definition of the Airy disk.

Initially, we suppose the light from the two object points is assumed to be inco-

herent. This assumption is warranted when we are working with self-luminous

objects, e.g. with stars viewed by a telescope. Then the intensity observed at any

point in the image plane is equal to the sum of the intensities due to each point

source.

Let us consider an aperture with diameter D, the intensity of this diffraction pat-

tern, expressed as a function of the incident angle θ, is given from [7, 6] by Eq.

(2.19)

I (θ) =

[
2J1 (x)

x

]2

, x =
k0D sin θ

2
, (2.26)

where J1 (x) is the Bessel function of the first order. From the Bessel function

analysis [34], the first minimum occurs at x = 3.83, then the minimum angular

separation is

θ
Ray.
min = 1.22

λ

D
. (2.27)

On this result enter only the angular separation of the sources and on the other

side we have got only the diameter of the aperture D and the incident wavelength

λ.

An alternative is given by the angular resolution criterion given by Sparrow. In

this case the minimum distance resolved into an optical system is given by the

maximum distance between two point sources where the images no longer have

a dip in brightness between the central peaks, but have a constant brightness in

the region between the peaks [6, 5, 38, 40, 39]. This limit corresponds to the

human eyes resolution limit. Mathematically, it means that the two point sources
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Figure 2.8: Airy diffraction patterns, and their analytic profiles, generated by from
two incoherent light sources (orange and blue lines) and their sum (green line)
passing through a circular shape. (a) The two points sources are well separated.
(b) The distance between the two points sources correspond to the minimum dis-
tance resolvable by the Rayleigh’s criterion. (c) The distance between the two
points sources correspond to the minimum distance resolvable by the Sparrow’s
criterion.

intensity function has a minimum on the line joining their centers(
d2I
dθ2

)
θ= θ

2

= 0 (2.28)

Then, without entering into details about Bessel function [34] this gives

θ
S p.
min = 0.95

λ

D
. (2.29)

Even in this case, it is interesting to study what happens when are taking in account

two coherent light beams. Following the same idea used in Rayleigh’s criterion

[6, 5, 38, 41, 42, 43, 44], we have to add the phase information to the complex
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amplitude functions. Nevertheless, the different definition, between the two cases,

gives even a difference in the approach when we consider coherent light. Indeed,

we have to add amplitudes before squaring to find the intensity for the two criteria,

but in this case the Sparrow criterion gives

θ
S p. coh.
min = 1.46

λ

D
. (2.30)

2.2.2 Abbe’s theory of image formation

A satisfactory theory about the formation, and then the resolution limit of an ob-

ject uniformly and coherently illuminated was formulated by Abbe [10, 11, 9].

The first step to approach Abbe’s theory of image formation to consider the as-

sumptions of a periodic object, indeed the Figure 2.10 shows that in this case the

object is composed by a diffraction grating in the object plane. A useful setting

is considering a light beam which makes a small angle θ to the optical axis see

Figure 2.9. This allows the approximation

sin θ ≈ θ, tan θ ≈ θ, cos θ ≈ 1. (2.31)

In the paraxial approximation we can consider each order as a plane-wave, and

its set can be refracted by a lens converging individually to a set of points S in

the focal plane of the lens. The last step is given by the overlapping of each

plane-wave of the set in the screen, composing the complicated diffraction pattern

called image. This set up is useful even to describe and to improve the optical

performance of microscopes [10, 11, 8, 9].

The diffraction grating helps us because, according to Abbe [10], not only every

element of the aperture of the object, but even the other elements of the object

have to be taken into account, so as to determine the complex perturbation at

any points in the image screen. Mathematically, this means that the transmission
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Figure 2.9: Schematisation of the paraxial approximation where θ may be any of
α, β or γ.

function involves two integrations that describe two distinct stages. In Abbe’s

theory of formation, in the first step one considers the diffraction given by the

object and after that the effect of the aperture.

Following [6, 5], we consider a light beam directly orthogonal to the grating. The

plane-waves are diffracted by the object giving the grating Fraunhofer diffraction

pattern Eq. (2.22) in the focal plane of the lens. The orders become like a set of

equally spaced sources, such that the image impressed on the screen detector is

given by their diffraction.

Supposing to be in the vacuum and the periodic spacing of each grating order is

d, the order S j appears at angle θ j given, in the small angles approximation, by

θ j ≈ sin θ j =
jλ
U
. (2.32)
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Figure 2.10: Formation of the image of the diffraction grating. We show five
orders of diffraction that produce five focal points S in the focal plane.

Using simple geometry, from Figure 2.10, we can see that

θ j ≈ tan θ j =
h
U
,

θ′j ≈ tan θ′j =
h
V
,

(2.33)

which is equivalent to

θ′j ≈
Uθ j

V
. (2.34)

Taking in account the first orders: S 1 and S −1, the waves converge on the image

Part I Chapter 2 Carmine Napoli 29



at angles of angle of ±θ1. Then, using Eq. (2.32), Eq. (2.34) becomes

d′ ≈ d
V
U
. (2.35)

The high order fringes generate harmonics with periodic pattern m = V/U (called

magnification), and spacing by d′/ j. This means [6], that the finest detail observ-

able in the image is given by the highest order of the diffraction which is transmit-

ted by the lens. From this, the zero order contribution plays a crucial role, because

without it the interference pattern of the first orders appear to have the half of the

period of the image, because, as we said before, we observe (and measure) the

intensity and not the amplitude.

Abbe’s limit

Now, the natural question is which resolution is achievable for this imaging system

Figure 2.10 [5, 10, 11]. As said before, the resolution that can be obtained with a

given imaging system is limited by the highest order of diffraction admitted by the

finite aperture of the lens. Supposing that the angular semi-aperture of the lens is

given by θα, the smallest period attainable is given by

dmin =
λ

sin θα
, (2.36)

as a direct consequence of the Abbe’s theory of imaging formation. It is possible

to improve this limit [6, 8, 9] supposing a medium with refractive index µ, such

as the wavelength becomes λ/µ. A further improvement is given if we consider

the incident light traveling at angle θα to the axis, so that the zero order passes

through, then using Eq. (2.5) we obtain

dmin =
λ

2µ sin θα
=

λ

2NA
, (2.37)
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where NA represents the numerical aperture, that is a dimensionless number that

characterizes the range of the angle over which the system can accept or emit

light. This limit represent the best resolution achievable with a given lens.

2.2.3 A priori information

The imaging detection can be estimated even with the help of Fourier analysis.

Indeed, from the beginning until nowadays it is implemented several systems in

order to study and improve the resolution limit achievable. One of the most im-

portant system is undoubtedly the 4-f imaging system [6, 12, 13] Figure 2.11.

This system, as it is shown in the scheme Figure 2.11, is realized with two lenses

Figure 2.11: The 4-f system executes a Fourier image with the lens L1 on the pupil
plane and the anti-Fourier transform performed by the L2 lens on the screen.

which perform respectively a Fourier transform (L1) and anti-Fourier transform

(L2). The hallmark of this system, which determines the name Figure 2.11, is
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that all parts of it are placed in the focal plane of the corresponding lens. Thanks

to this schematization, the analysis of the propagation through this system be-

comes simple. Indeed, the Fourier and anti-Fourier transform performed by the

two lenses, can be described easily [45, 46, 47] taking into account the impulse-

response function of the system h (r, r′), which describe the response of the system

to a point sources between the input plane and the output plane respectively with

coordinates r′ = (x′, y′) r = (x, y), and this function is also called as point-spread

function. When h (r, r′) is a function only of r − r′ then we are working with an

isoplanatic system or invariant under translation [47]. Then all imaging process

can be described by this function and the complex amplitude of the light beam in

input a (r′) and in output e (r), linked by [47]

e (r) =

∫ ∞

−∞

h
(
r, r′

)
a
(
r′
)

dr′. (2.38)

In this case the impulse-response function is given by [45]

h
(
s − s′

)′
=

sin[c (s − s′)]
π (s − s′)

, (2.39)

where s and s′ are the dimensionless coordinates, according to [45] and c is the

space-bandwidth product, which contains all the information about the system and

the input light beam. Translating in 1-dimension words, these quantities become:

c = πdX
xλ f , s = 2x

X and s′ = 2x′
X .

Following studies of Kobolov [45, 46], we can write the input and output com-

plex amplitude functions as a superposition of prolate spheroidal wave functions

[48]

ϕk (s) =


1
√
λk
ψk (s) |s| ≤ 1

0 |s| > 1
(2.40)

where ϕk (s) is the orthonormal basis of the eigenfunction of operator correspond-

ing to the product of h (r, r′) and is adjoint, λk are the corresponding eigenvalues
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and ψk (s) are the prolate spheroidal wave function. Then the corresponding input

and output light beams become

a (s) =

∞∑
k=0

akϕk (s) |s| ≤ 1,

e (s) =

∞∑
k=0

akψk (s) −∞ < s < −∞,

(2.41)

where the coefficients are ak =
∫ ∞
−∞

a (s)ϕk (s) ds and ek =
∫ ∞
−∞

a (s)ψk (s) ds.

Then when we study the relation between the input and output signal, we are

studying their coefficients related by Eq. (2.38), using Eq. (2.40) and Eq. (2.41)

ek =
√
λkak. (2.42)

In this system, achieve a good resolution means how better is possible to recon-

struct the input coefficients ak from the coefficients detected ek. In this point of

view, the reconstructed coefficient given from this analysis is

ar
k =

1
√
λk

ek = ak. (2.43)

This relation means that in an ideal case, where we can detect an image without

any kind of fluctuation, we are able to reconstruct perfectly the input signal. In

other words we can achieve a super-resolution detection of an image.

Achieve the super-resolution means beat the phenomenon known as Rayleigh’s

curse. When the sources are incoherent, then direct measurement of the optical

intensity provides resolution limited by Rayleigh’s curse, i.e., the precision dimin-

ishes to zero as the separation is reduced to zero, which occurs when an optical

system is regulated by a minimum distance resolvable as in Eq. 2.27.
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3 — Quantum imaging theory

In this chapter we are going to show some results presented in [21]. High-resolution

imaging is a cornerstone of modern science and engineering, which has enabled

revolutionary advances in astronomy, manufacturing, biochemistry, and medical

diagnostics. In traditional direct imaging based on classical wave optics, two in-

coherent point sources with angular separation smaller than the wavelength of the

emitted light cannot be resolved due to fundamental diffraction effects [7], a phe-

nomenon recently dubbed “Rayleigh’s curse” see Eqs. (2.27) and (2.29) in the

section 2.2.1 [18]. Several techniques, including most prominently fluorescence

microscopy [49], have been introduced in recent years to overcome this limita-

tion and achieve sub-wavelength imaging [50, 51]. Nevertheless, to determine the

ultimate limits of optical resolution one needs to resort to a full quantum mechan-

ical description of the imaging process [52]. These results, which stem from the

fundamental quantum Cramér-Rao bound [14, 15] and de facto banish Rayleigh’s

curse [18], have been corroborated by proof-of-principle experiments [53, 54, 55,

56].

The most relevant toolbox to tackle the light sources localization problem is a

branch of quantum mechanics: multiparameter quantum metrology. In this area, a

starting point has been reported in a series of works [18, 57, 19, 20, 58, 59, 60, 61,

62, 63, 64, 65, 66] initiated by Tsang and his collaborators [18], who shown that

the achievable error in angular distance estimation, of two incoherent point light

sources in paraxial approximation, does not depend of that separation, by using
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of quantum metrology [14, 15, 16, 3], and providing an optimal detection scheme

supporting it [53, 20]. In this chapter, we address the problem of estimating both

axial and angular separation of two point sources by following a similar approach

to [18], which is in turn inspired by Rayleigh’s work. We find that Rayleigh’s

curse does not occur even when the sources have a nonzero axial separation, in-

deed this measurement is distance-independent. Moreover, both axial and angular

distances can be estimated simultaneously meeting the compatibility requirements

for saturation of the multiparameter quantum Cramér-Rao bound [67, 68]. These

results are obtained analytically and are valid for any point spread function of the

imaging system obeying the paraxial wave equation. Then, we specialize to a

point-spread function with a Gaussian shape, and derive formulas for the achiev-

able estimation error and its scaling with the parameters of interest as determined

by the quantum Fisher information matrix, showing that in the limit of small an-

gular and axial distances all the parameters, including the centroid coordinates,

become statistically independent.

𝑧

𝑥

1

2

𝑠

𝑝

ҧ𝑧

ҧ𝑥

Figure 3.1: Schematic of the two sources. The four parameters to be estimated are:
the angular separation s, the axial separation p, the angular centroid coordinate x̄,
and the axial centroid coordinate z̄.
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3.1 Sources and imaging model

In the present model we assume that the detectable light on the image plane can

be described as an incoherent mixture of two quasimonochromatic scalar parax-

ial waves, one coming from each source. Considering thermal sources at optical

frequencies, we divide the total emission time into short coherence time intervals

τc, so that within each interval the sources can be assumed weak, i.e., effectively

emitting at most one photon. This is a standard approach for modeling incoherent

thermal sources [69, 70, 71, 72, 73, 74, 75], and it allows us to describe the quan-

tum state ρ of the optical field on the image plane as a mixture of a zero-photon

state ρ0 and a one-photon state ρ1 in each time interval (neglecting contributions

from higher photon numbers) [19, 20]

ρ = (1 − ε) ρ0 + ερ1 + o
(
ε2

)
, (3.1)

where ε � 1 is the average number of photons arriving on the image plane. This

mean that a detectable signal is obtained by measuring the optical field for a time

t � τc, so that many coherence time intervals are included, resulting in a non-

negligible mean photon number. In general that the image-plane field amplitude

generated by each source takes the form

Ψ j (x, y) ≡ ψ
(
x − x j, y, z j

)
(3.2)

where (x, y) are the image-plane coordinates
(
x j, z j

)
are the unknown coordinates

of the sources j = 1, 2, x j being the coordinate perpendicular to the optical axis,

and z j the axial distance to the image-plane. Assuming that the coordinate y j = 0 is

known. The amplitude function ψ (x, y, z) obeys a paraxial wave equation, which

in free space it would have the form

i∂zψ = Gψ, (3.3)
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where G is a self-adjoint differential operator featuring only x and y derivatives-

for example, in free space one would have G = 1
2k

(
∂x

2 + ∂y
2
)

+ k, where k is the

wave number. Since [G, ∂x] = 0, it follows

Ψ j (x, y) = exp
[
−iGz j − x j∂x

]
ψ (x, y, 0) . (3.4)

Indicating with a (x, y) the field annihilation operator at position (x, y) on the im-

age plane, satisfying the bosonic commutation rule
[
a (x, y) , a† (x′, y′)

]
= δ(x −

x′)δ(y − y′). Then the one-photon state ρ1 for two incoherent point sources as the

incoherent mixture become

ρ1 =
1
2

(|Ψ1〉 〈Ψ1| + |Ψ2〉 〈Ψ2|) , (3.5)

where the quantum state of the optical field on the image plane corresponding to

the emission of one photon by the source j may be expressed as

|Ψ j〉 = exp
[
−iGz j − x j∂x

]
|ψ〉 , (3.6)

|ψ〉 ≡

∫
R2
ψ (x, y, 0) a† (x, y) |0〉 dxdy, (3.7)

where |0〉 is the vacuum state and we take ψ (x, y, 0) real, which results in some

simplifications later on. This can be assumed without loss of generality, as the

complex phase of ψ (x, y, 0) may be compensated by redefinition of a† (x, y) that

is independent of the source parameters [76, 77]. However, ψ (x, y, z) will keep a

general phase profile.
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3.2 Multiparameter estimation and quantum Cramér-

Rao lower bound

Working under the assumption that the photon statistics of our sources is Poisso-

nian, following a similar approach as in [18], we can assume that in a single run

of the experiment, which lasts for M coherence time intervals, M copies of the

state ρ in Eq. (3.1) are prepared and measured (equivalently, one may consider

the input state ρ⊗M). On average, this yields Mε photons per run. In order to ap-

ply the standard tools of estimation theory, we further suppose that ν � 1 runs are

performed, after which the measurement data are processed to build estimators for

the unknown parameters.

In our case, the parameters of interest are the angular and axial relative coordinates

and the centroid coordinates of the sources, indicated as s, x̄, p, z̄ as in Figure 3.1.

Thus it is possible to write the state ρ as a function of four parameters
{
λµ

}
µ=1,...,4

,

where

λ1 ≡ s = x2 − x1, λ2 ≡ x̄ =
x1 + x2

2
,

λ3 ≡ p = z2 − z1, λ4 ≡ z̄ =
z1 + z2

2
.

(3.8)

The statistical error (variance) ∆λ2
µ of any unbiased estimator of the unknown

parameter λµ is lower bounded via the quantum Cramér-Rao bound (qCRb) [14,

15]

4∑
µ=1

∆λ2
µ ≥

1
νMε

Tr
[
H−1

]
, (3.9)

where H is the quantum Fisher information matrix (qFim) of the single-photon

state ρ1 (equivalently, this can be seen as the qFim per coherence time interval per

photon). The prefactors on the right-hand side of Eq. (3.9) is obtained by exploit-

ing the additivity property qFim
(
ρ⊗M

)
= M × qFim (ρ), and by approximating
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that qFim (ρ) ≈ ε × qFim (ρ1) at leading order in ε (since the field vacuum state

ρ0 is independent of all source parameters and is always orthogonal to ρ1). The

resulting linear dependence on the total photon number νMε is characteristic of

classical light sources [3, 78].

The qCRb suggests that, the higher the qFim element Hµµ, the more precisely

(i.e., with lower statistical error) one may be able to estimate the parameter λµ, by

performing a suitable measurement. While for a single parameter the qCRb can

always be saturated asymptotically by means of an adaptive procedure [16], this

in no longer the case for multiparameter estimation, as the parameters may not

always be compatible [68].

The qFim elements are given by

Hµν = Re
[
Tr

[
ρ1LµLν

]]
, (3.10)

where Lµ is the symmetric logarithmic derivative (SLD) for the parameter λµ de-

fined implicitly by the equation

2
∂ρ1

∂λµ
= Lµρ1 + ρ1Lµ. (3.11)

The following matrix (proportional to the averaged SLD commutators) will also

be interest for our discussion

Ωµν ≡ Im
[
Tr

[
ρ1LµLν

]]
. (3.12)

For the problem under investigation, we have derived the general analytical ex-

pressions for both matrices H and Ω, and it came from the expansion of ρ1 in the

generally nonorthogonal basis

{
|Ψ1〉 , |Ψ2〉 , ∂x1 |Ψ1〉 , ∂x2 |Ψ2〉 , ∂z1 |Ψ1〉 , ∂z2 |Ψ2〉

}
, (3.13)
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followed by standard linear algebraic manipulation to find out the elements of the

SLDs matrices by using the equivalence in Eq. (3.11) for each µ.

3.2.1 Derivation in a non-orthogonal basis from the expansion
of ρ1

Observing that ρ1 and all its derivatives are supported in the subspace spanned by

the vectors |Ψ1〉, |Ψ2〉 and their derivatives

|Ψ3〉 ≡ ∂x1 |Ψ1〉

|Ψ4〉 ≡ ∂x2 |Ψ2〉

|Ψ5〉 ≡ ∂z1 |Ψ1〉

|Ψ6〉 ≡ ∂z2 |Ψ2〉 .

(3.14)

The set
{
|Ψ j〉

}
j
is linearly independent provided that x1 , x2 and z1 , z2, but it is

not othonormal in general. Yet, we will use such basis to linearly expand any state

or operator and in particular it will be used to expand the SLDs operators in such

basis. The method, proposed by [79], depends on the matrix S of scalar products

between the basis elements

S i j ≡ 〈Ψi|Ψ j〉 . (3.15)

Using the representation Eq. (3.4), the overlap matrix S depends only on the

separations s = x2 − x1, p = z2 − z1, and not on the centroid coordinates, like

δ ≡ 〈Ψ1|Ψ2〉 = 〈ψ|eiGz1+x1∂xe−iGz2−x2∂x |ψ〉

= 〈ψ|e−iGp−s∂x |ψ〉 ,
(3.16)

where it has been considered that ∂x is anti-Hermitian. Similar simplifications,

together with the paraxial wave equation ∂z1 |Ψ j〉 = −iG |Ψ j〉, allow to write all the
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matrix elements of S as

S =



1 δ 0 −i 〈G〉 ∂x2δ ∂z2δ

δ∗ 1 ∂x1δ
∗ ∂z1δ

∗ 0 −i 〈G〉

0 ∂x1δ 〈∂xψ|∂xψ〉 0 ∂x1∂x2δ ∂x1∂z2δ

i 〈G〉 ∂z1δ 0 〈G2〉 ∂z1∂x2δ ∂z1∂z2δ

∂x2δ
∗ 0 ∂x1∂x2δ

∗ ∂z1∂x2δ
∗ 〈∂xψ|∂xψ〉 0

∂z2δ
∗ i 〈G〉 ∂x1∂z2δ

∗ ∂z1∂z2δ
∗ 0 〈G2〉


, (3.17)

where it worth noting that only δ = δ (s, p) depends on the source separations,

while 〈∂xψ|∂xψ〉, 〈G〉 and 〈G2〉 are independent of all source parameters. In the

Eq. (3.17) we made use of the further simplification 〈ψ|∂xψ〉 = 0, which follows

from the assumptions that ψ (x, y, 0) ∈ R. In the non-orthogonal basis
{
|Ψ j〉

}
j
, the

operator ρ1 is represented by the matrix

R =



1 S 12 S 13 S 14 S 15 S 16

S 21 1 S 23 S 24 S 25 S 26

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


. (3.18)

It is important to emphasize that ρ1 = ρ†1 does not imply Ri j = R∗i j, due to the

use of a non-orthogonal basis. We note that the j − th column of R features the

coefficients of the expansion of ρ1 |Ψ j〉 in the basis
{
Ψ j

}
, that is, the first three

columns are equivalent to the relations

ρ1 |Ψ1〉 =
1
2

(|Ψ1〉 + S 21 |Ψ2〉) , (3.19a)

ρ1 |Ψ2〉 =
1
2

(S 12 |Ψ1〉 + |Ψ2〉) , (3.19b)
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ρ1 |Ψ3〉 =
1
2

(S 13 |Ψ1〉 + S 23 |Ψ2〉) , (3.19c)

and similarly for the remaining columns

ρ1 |Ψ4〉 =
1
2

(S 14 |Ψ1〉 + S 24 |Ψ2〉) , (3.20a)

ρ1 |Ψ5〉 =
1
2

(S 15 |Ψ1〉 + S 25 |Ψ2〉) , (3.20b)

ρ1 |Ψ6〉 =
1
2

(S 16 |Ψ1〉 + S 26 |Ψ2〉) . (3.20c)

Let us now find a matrix representation for the derivatives of ρ1. To do so, we first

express the derivatives of our state in terms of the chosen basis

2∂x1ρ1 = |Ψ1〉 〈Ψ3| + |Ψ3〉 〈Ψ1| , (3.21a)

2∂z1ρ1 = |Ψ1〉 〈Ψ4| + |Ψ4〉 〈Ψ1| , (3.21b)

2∂x2ρ1 = |Ψ2〉 〈Ψ3| + |Ψ3〉 〈Ψ2| , (3.21c)

2∂z2ρ1 = |Ψ2〉 〈Ψ4| + |Ψ4〉 〈Ψ2| . (3.21d)

Part I Chapter 3 Carmine Napoli 42



From the above equation it is possible to find the explicit form of each matrix Dµ,

the matrix representation of ∂µρ1

2Dx1 =



S 31 S 32 S 33 S 34 S 35 S 36

0 0 0 0 0 0

1 S 12 S 13 S 14 S 15 S 16

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


, (3.22a)

2Dz1 =



S 41 S 42 S 43 S 44 S 45 S 46

0 0 0 0 0 0

0 0 0 0 0 0

1 S 12 S 13 S 14 S 15 S 16

0 0 0 0 0 0

0 0 0 0 0 0


, (3.22b)

2Dx2 =



0 0 0 0 0 0

S 51 S 52 S 53 S 54 S 55 S 56

0 0 0 0 0 0

0 0 0 0 0 0

S 21 1 S 23 S 24 S 25 S 26

0 0 0 0 0 0


, (3.22c)

2Dz2 =



0 0 0 0 0 0

S 61 S 62 S 63 S 64 S 65 S 66

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

S 21 1 S 23 S 24 S 25 S 26


. (3.22d)
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3.3 Quantum estimation of angular and axial esti-

mation

3.3.1 Analytical results

The SLD equations Eq. (3.11) are equivalent to the analogous set of matrix equa-

tions

LµR + RLµ = 2Dµ, (3.23)

and then interpreting the above equations as a linear system for the unknown ma-

trix elements of Lµ. Then the qFim is composed on the diagonal elements

Hss = 〈∂xψ|∂xψ〉 , (3.24a)

Hpp = 〈G2〉 − 〈G〉2 , (3.24b)

Hx̄x̄ = 4 〈∂xψ|∂xψ〉 +

(
∂s |δ|

2
)2
− 4∂sδ∂sδ

∗

1 − |δ|2
, (3.24c)

Hz̄z̄ = 〈G2〉 −
4

1 − |δ|2
{
〈G〉2 − i 〈G〉

(
δ∂pδ

∗ − ∂pδδ
∗
)

+ ∂pδ∂pδ
∗
}
+

+

(
∂p |δ|

2
)2

1 − |δ|2
,

(3.24d)
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while the off-diagonal elements are all zeros except

Hx̄z̄ =

(
∂s |δ|

2
) (
∂p |δ|

2
)
− 2

(
∂pδ∂sδ

∗ + ∂sδ∂pδ
∗
)

1 − |δ|2
+

−
2i 〈G〉 (δ∗∂sδ − δ∂sδ

∗)
1 − |δ|2

,

(3.25)

At the same time the only nonzero matrix elements of Ω are

Ωsx̄ =
δ2∂sδ

∗2 − δ∗2∂sδ
2

2
(
1 − |δ|2

) , (3.26a)

Ωpz̄ =
∂p |δ|

2
[(
δ∂pδ

∗ − δ∗∂pδ
)

+ 2i 〈G〉 |δ|2
]

2
(
1 − |δ|2

) , (3.26b)

Ωsz̄ =
(δ∂sδ

∗ − δ∗∂sδ) ∂p |δ|
2
− 2

(
∂pδ∂sδ

∗ − ∂sδ∂pδ
∗
)

2
(
1 − |δ|2

) +

+
2i 〈G〉 ∂s |δ|

2

2
(
1 − |δ|2

) , (3.26c)

Ωx̄p =
2i 〈G〉

(
1 − |δ|2

)
∂s |δ|

2
− ∂s |δ|

2
(
δ∂pδ

∗ − δ∗∂pδ
)

2
(
1 − |δ|2

) +

−
2
(
∂pδ∂sδ

∗ − ∂sδ∂pδ
∗
)

2
(
1 − |δ|2

) ,

(3.26d)

where the following notation has been used

δ ≡ 〈Ψ1|Ψ2〉 , 〈O〉 ≡ 〈ψ|O|ψ〉 ,
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and we emphasize that δ = δ (s, p) is the only quantity depending on the source

coordinates. A fundamental result came immediately from Eq. (3.24a) and Eq.

(3.24b): for any point spread function that satisfies the paraxial wave equation,

Hss and Hpp are constant, because the only element that depends on the relative

distance between the two sources is δ. This result is a further insight on the prob-

lem of subwavelenght imaging, while correctly reproducing what is known for

p = 0. Moreover, the Rayleigh’s curse does not affect the estimation of the an-

gular separation s nor that of the axial separation p. Taking one step further, one

can investigate how close it is possible to get to the limits imposed by the qCRb in

practical experiments. In quantum estimation theory, multi-parameter problems

embody a nontrivial generalization of the single-parameter case [67, 16, 80, 68]:

if an estimation scheme is optimized for a particular parameter, it typically results

into an increased error in estimating the others. However in the best case scenario,

such a trade-off doses not apply, and one can identify an optimal protocol for the

estimation of all the parameters simultaneously. This happens is and only if the

parameters are compatible; i.e., they satisfy the following conditions [68]:

(i) There is a single probe state yielding the maximal qFim element for each of

the parameters;

(ii) There is a single measurement which is jointly optimal for extracting infor-

mation on all the parameters from the output state, ensuring the asymptotic

saturability of the qCRb;

(iii) The parameters are statistically independent, meaning that the indetermi-

nacy of one of them does not affect the error on estimating the others.

We recall also that (ii) holds if and only if Ωµν = 0∀ µ , ν, while (iii) is equivalent

to the condition Hµν = 0∀ µ , ν. The first condition is not investigated, because

this theory is built around a realistic imaging scenario in which the emission prop-

erties of the sources are fixed in advance. However, it is worth investigating the
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other two conditions, indeed they have a crucial implications for the actual achiev-

ability of the statistical errors given by the qCRb. It is important to remark that

the conditions (ii) and (iii) are always satisfied for the pair of parameters (s, p), in-

dependently of the specific point spread function. Then in the simplified scenario

where (x̄, z̄) are estimated independently or given in advance, it is thus possible to

construct a physical measurement and estimation strategy for s and p saturating

Eq. (3.9) asymptotically [67, 68]. On the other hand, it is possible to see that

conditions (ii) and (iii) do not hold in general for the full set of the parameters

(s, p, x̄, z̄). Furthermore, it is possible to appreciate on the example below that

there is at least one relevant type of point spread function for which conditions (ii)

and (iii) are satisfied for all parameters in the limits s→ 0 and p→ 0.

3.3.2 Gaussian case

The following example takes in consideration what happens with a Gaussian

beams in a free space under the paraxial approximation [81]

ψ (x, y, z) =

√
kzR

π

1
z + izR

e−
ik(x2+y2)

2(z+izR) −ikz
, (3.27)

where zR is a length parameter characterizing the beam which depend on the waist

of the beam, the wave number and the index of refraction. Typically this parameter

is assumed of the same order as the wavelength, i.e., ≈ 1
k . Eq. (3.27) can be

obtained, e.g., is the fields generated by the two sources are well approximated by
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Gaussian beam in the vicinity of the image plane [82]. Then it is obtained

δ =
2izR

p + 2izR
e−ik

(
p+ s2

2p+4izR

)
,

〈∂xψ|∂xψ〉 =
k

2zR
,

〈G〉 = k −
1

2zR
,

〈G2〉 = k2 −
k
zR

+
1

2zR
2 .

(3.28)

Substituting these values in the nonzero elements of the matrices Hµν Eqs. (3.24)

and (3.25) it is obtained for the diagonal elements

Hss =
k

2zR
, (3.29a)

Hx̄x̄ =
2k
zR
−

4ξs2
(
k2 − 4zR

2ξ2e−ξs2
)

k
(
keξs2

− 2ξzR

) , (3.29b)

Hpp =
1

4zR
2 , (3.29c)

Hz̄z̄ =
1

zR
2 +

8p2zR
2ξ4e−ξs2

(
s2ξ − 1

)
2k3zR

2
(
keξs2

− 2ξzR

) +

+
k2ξ

(
2ξ

(
p2s2ξ + 4zR

2
)
− kzR

(
s4ξ2 + 4

))
2k3zR

2
(
keξs2

− 2ξzR

) ,

(3.29d)

and the nonzero off-diagonal elements

Hx̄z̄ =
psξ2e−ξs2

(
eξs2

k2
(
ξs2 − 2

)
− 8zR

2ξ2
(
ξs2 − 1

))
k2zR

(
keξs2

− 2ξzR

) . (3.30)
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While Ωµν Eq. (3.26)

Ωsx̄ =
4ie−ξs2

ps2zRξ
4

k
(
eξs2
− 2zRξ

) , (3.31a)

Ωpx̄ =
isξ3

(
k2s2 + 2e−ξs2

zR

(
k
(
ξs2 − 2

)
− 4zRξ

(
ξs2 − 1

)))
k2

(
eξs2
− 2zRξ

) , (3.31b)

Ωsz̄ =
isξ3

(
k2s2 − 4zRe−ξs2

(
ξs2 − 1

)
(k − 2zRξ)

)
k2

(
eξs2
− 2zRξ

) , (3.31c)

Ωpz̄ =
ie−ξs2

pξ3
(
ξs2 − 1

) (
k
(
ξs2 − 2

)
− 4zRξ

(
ξs2 − 1

))
k3

(
eξs2
− 2zRξ

) , (3.31d)

where ξ ≡ 2kzR
p2+4zR2 .

These results become particularly interesting in the regime ks � 1 and kp � 1,

which is precisely the one of relevance to subwavelength imaging. In this limit

we have

lim
(s,p)→(0,0)

H = diag
{

k
2zR

,
2k
zR
,

1
4zR

2 ,
1

zR
2

}
, (3.32)

lim
(s,p)→(0,0)

Ω = diag {0, 0, 0, 0} , (3.33)

meaning that the (optimal) estimators of the four parameters s, x̄, p, z̄ are approx-

imately statistically independent; i.e., they have vanishingly small statistical cor-

relations, when the two sources have infinitesimal angular and axial separations.

The behavior of the four diagonal qFim elements Hµµ as a function of the separa-

tions s and p is illustrated in Figure 3.2; the top panel can be compared directly

with Figure 3.2 of [18]. From the plots and from Eq. (3.32) the qFim diago-

nal elements tend to a nonzero value when s, p → 0. Hence the fundamental

lower bound on the total estimation error, ∝ Tr
[
H−1

]
, stays finite even when the

two sources are infinitesimally close, instead of diverging as in direct imaging as

shown in Figure 3.2. Eq. (3.33) further suggests that it is be possible to construct
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a single measurement that is approximately optimal for the estimation of all four

parameters when ks � 1 and kp � 1. It is important to notice that this may

require collective measurements over many copies of the state, i.e., many time

intervals.

3.4 3-D super localization of 2 point light sources

In this section the work is extended further to calculate QFI and qCRb for the

joint estimation of the position of the centroid and the separation of a pair of

equally bright sources in the photon-counting (Poisson) limit in all three spatial

dimensions. The approach to the 3-D case follows the approach shown in the

previous section, considering the image-plane field amplitude generated by each

sources

Ψ j (x, y) ≡ ψ
(
x − x j, y − y j, z j

)
, (3.34)

where (x, y) are the image-plane coordinates, while
(
x j, y j, z j

)
are the unknown

coordinates of the sources j = 1, 2. As shown, the amplitude function ψ (x, y, z)

obeys the paraxial wave equation Eq. (3.3). Since [G, ∂x] = 0 and
[
G, ∂y

]
= 0 it

follows

Ψ j (x, y) = exp
[
−iGz j − x j∂x − y j∂y

]
ψ (x, y, 0) . (3.35)

Indicating with a (x, y) the field annihilation operator at position (x, y) on the im-

age plane, satisfying the bosonic commutation rule
[
a (x, y) , a† (x′, y′)

]
= δ(x −

x′)δ(y − y′). Then the one-photon state ρ1 for two incoherent point sources as the

incoherent mixture becomes

ρ1 =
1
2

(|Ψ1〉 〈Ψ1| + |Ψ2〉 〈Ψ2|) , (3.36)
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where the quantum state of the optical field on the image plane corresponding to

the emission of one photon by the source j may be expressed as

|Ψ j〉 = exp
[
−iGz j − x j∂x − y j∂y

]
|ψ〉 , (3.37)

|ψ〉 ≡

∫
R2
ψ (x, y, 0) a† (x, y) |0〉 dxdy, (3.38)

where |0〉 is the vacuum state. The parameters of interest are the relative distances

sx, sy, p and their centroid coordinates of the sources (x̄, ȳ, z̄). Thus is possible to

rewrite the state ρ as a function of six parameters
{
λµ

}
µ=1,...,6

λ1 ≡ sx = x2 − x1, λ2 ≡ x̄ =
x1 + x2

2
,

λ3 ≡ sy = y2 − y1, λ4 ≡ ȳ =
y1 + y2

2
,

λ5 ≡ p = z2 − z1, λ6 ≡ z̄ =
z1 + z2

2
.

(3.39)

3.4.1 Analytical results

Following the same approach used in the previous section, we can build the scalar

products matrix S for this case in the subspace spanned by the vectors |Ψ1〉, |Ψ2〉

and their derivatives

|Ψ3〉 ≡ ∂x1 |Ψ1〉 |Ψ4〉 ≡ ∂x2 |Ψ2〉

|Ψ5〉 ≡ ∂y1 |Ψ1〉 |Ψ6〉 ≡ ∂y2 |Ψ2〉

|Ψ7〉 ≡ ∂z1 |Ψ1〉 |Ψ8〉 ≡ ∂z2 |Ψ2〉 .

(3.40)
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From Eq. (3.15), S becomes

S =



1 δ 0 0 −i 〈G〉 ∂x2δ ∂y2δ ∂z2δ

δ∗ 1 ∂x1δ
∗ ∂y1δ

∗ ∂z1δ
∗ 0 0 −i 〈G〉

0 ∂x1δ 〈∂xψ|∂xψ〉 0 0 ∂x1∂x2δ ∂x1∂y2δ ∂x1∂z2δ

0 ∂y1δ 0 〈∂yψ|∂yψ〉 0 ∂y1∂x2δ ∂y1∂y2δ ∂y1∂z2δ

i 〈G〉 ∂z1δ 0 0 〈G2〉 ∂z1∂x2δ ∂z1∂y2δ ∂z1∂z2δ

∂x2δ
∗ 0 ∂x1∂x2δ

∗ ∂y1∂x2δ
∗ ∂z1∂x2δ

∗ 〈∂xψ|∂xψ〉 0 0

∂y2δ
∗ 0 ∂x1∂y2δ

∗ ∂y1∂y2δ
∗ ∂z1∂y2δ

∗ 0 〈∂yψ|∂yψ〉 0

∂z2δ
∗ i 〈G〉 ∂x1∂z2δ

∗ ∂y1∂z2δ
∗ ∂z1∂z2δ

∗ 0 0 〈G2〉



, (3.41)

where δ ≡ δ
(
sx, sy, p

)
depends on the source separations sx, sy, p, while 〈∂xψ|∂xψ〉,

〈∂yψ|∂yψ〉, 〈G〉 and 〈G2〉 are independent of all sources parameters.

In the non-orthogonal basis
{
|Ψ j〉

}
j
, the operator ρ1 is represented by the matrix

R =



1 S 12 S 13 S 14 S 15 S 16 S 17 S 18

S 21 1 S 23 S 24 S 25 S 26 S 27 S 28

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0



. (3.42)

From this it is possible to build the matrix representation for the derivatives of

ρ1. Then using Eq. (3.23), it follows that the qFim is composed on the diagonal

elements

Hsx sx = 〈∂xψ|∂xψ〉 , (3.43a)

Hsy sy = 〈∂yψ|∂yψ〉 , (3.43b)

Hpp = 〈G2〉 − 〈G〉2 , (3.43c)
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Hx̄x̄ = 4 〈∂xψ|∂xψ〉 +

(
∂sx |δ|

2
)2
− 4∂sxδ∂sxδ

∗

1 − |δ|2
, (3.43d)

Hȳȳ = 4 〈∂yψ|∂yψ〉 +

(
∂sy |δ|

2
)2
− 4∂syδ∂syδ

∗

1 − |δ|2
, (3.43e)

Hz̄z̄ = 〈G2〉 −
4

1 − |δ|2
{
〈G〉2 − i 〈G〉

(
δ∂pδ

∗ − ∂pδδ
∗
)

+ ∂pδ∂pδ
∗
}
+

+

(
∂p |δ|

2
)2

1 − |δ|2
,

(3.43f)

while the off-diagonal elements are all zeros except

Hx̄ȳ =

(
∂sx |δ|

2
) (
∂sy |δ|

2
)
− 2

(
∂syδ∂sxδ

∗ + ∂sxδ∂syδ
∗
)

1 − |δ|2
, (3.44a)

Hx̄z̄ =

(
∂sx |δ|

2
) (
∂p |δ|

2
)
− 2

(
∂pδ∂sxδ

∗ + ∂sxδ∂pδ
∗
)

1 − |δ|2
+

−
2i 〈G〉

(
δ∗∂sxδ − δ∂sxδ

∗
)

1 − |δ|2
,

(3.44b)

Hȳz̄ =

(
∂sy |δ|

2
) (
∂p |δ|

2
)
− 2

(
∂pδ∂syδ

∗ + ∂syδ∂pδ
∗
)

1 − |δ|2
+

−
2i 〈G〉

(
δ∗∂syδ − δ∂syδ

∗
)

1 − |δ|2
.

(3.44c)

Part I Chapter 3 Carmine Napoli 53



At the same time the nonzero elements of Ω are

Ωsx x̄ =
δ2∂sxδ

∗2 − δ∗2∂sxδ
2

2
(
1 − |δ|2

) , (3.45a)

Ωsxȳ =

(
δ∂sxδ

∗ − δ∗∂sxδ
)
∂sy |δ|

2
− 2

(
∂syδ∂sxδ

∗ − ∂sxδ∂syδ
∗
)

2
(
1 − |δ|2

) , (3.45b)

Ωsx z̄ =

(
δ∂sxδ

∗ − δ∗∂sxδ
)
∂p |δ|

2
− 2

(
∂pδ∂sxδ

∗ − ∂sxδ∂pδ
∗
)

2
(
1 − |δ|2

) +

+
2i 〈G〉 ∂sx |δ|

2

2
(
1 − |δ|2

) ,

(3.45c)

Ωx̄sy =
∂sx |δ|

2
(
δ∗∂syδ − δ∂syδ

∗
)
− 2

(
∂syδ∂sxδ

∗ − ∂sxδ∂syδ
∗
)

2
(
1 − |δ|2

) , (3.45d)

Ωx̄p =
2i 〈G〉

(
1 − |δ|2

)
∂sx |δ|

2
− ∂sx |δ|

2
(
δ∂pδ

∗ − δ∗∂pδ
)

2
(
1 − |δ|2

) +

−
2
(
∂pδ∂sxδ

∗ − ∂sxδ∂pδ
∗
)

2
(
1 − |δ|2

) ,

(3.45e)

Ωsyȳ =
δ2∂syδ

∗2 − δ∗2∂syδ
2

2
(
1 − |δ|2

) , (3.45f)
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Ωsy z̄ =

(
δ∂syδ

∗ − δ∗∂syδ
)
∂p |δ|

2
− 2

(
∂pδ∂syδ

∗ − ∂syδ∂pδ
∗
)

2
(
1 − |δ|2

) +

+
2i 〈G〉 ∂sy |δ|

2

2
(
1 − |δ|2

) ,

(3.45g)

Ωȳp =
2i 〈G〉

(
1 − |δ|2

)
∂sy |δ|

2
− ∂sy |δ|

2
(
δ∂pδ

∗ − δ∗∂pδ
)

2
(
1 − |δ|2

) +

−
2
(
∂pδ∂syδ

∗ − ∂syδ∂pδ
∗
)

2
(
1 − |δ|2

) ,

(3.45h)

Ωpz̄ =
∂p |δ|

2
[(
δ∂pδ

∗ − δ∗∂pδ
)

+ 2i 〈G〉 |δ|2
]

2
(
1 − |δ|2

) , (3.45i)

where

δ ≡ 〈Ψ1|Ψ2〉 , 〈O〉 ≡ 〈ψ|O|ψ〉 .

As in the previous section, even in this case from Eqs. (3.43a), (3.43b) and (3.43c),

for any light beam that satisfies the paraxial wave equation, the qFim elements

corresponding to the relative distances between the two point light sources are

constant, the Rayleigh’s curse does not affect the estimation of any separations.
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3.4.2 Gaussian case

Even in this case, it has been taken in consideration a Gaussian beam in a free

space Eq. (3.27), then the elements of the matrix S Eq. (3.41) became

δ =
2izR

p + 2izR
e−

ik(2p2+sx2+sy2+4ipzR)
2(p+2izR) ,

〈∂xψ|∂xψ〉 =
k

2zR
, 〈∂yψ|∂yψ〉 =

k
2zR

,

〈G〉 = k −
1

2zR
, 〈G2〉 = k2 +

1
2zR

2 −
k
zR
.

(3.46)

Substituting these values in the nonzero elements of the matrices Hµν Eqs. 3.43,

3.44 and Ωµν Eq. 3.45, it is obtained

Hsx sx =
k

2zR
, (3.47a)

Hx̄x̄ =
2k
zR
−

4ξ2sx
2
(
k2 − 4ξ2zR

2e−ξ(sx
2+sy

2)
)

k
(
keξ(sx2+sy2) − 2ξzR

) , (3.47b)

Hsy sy =
k

2zR
, (3.47c)

Hȳȳ =
2k
zR
−

4ξ2sy
2
(
k2 − 4ξ2zR

2e−ξ(sx
2+sy

2)
)

k
(
keξ(sx2+sy2) − 2ξzR

) , (3.47d)

Hpp =
1

4zR
2 , (3.47e)
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Hz̄z̄ =
1

zR
2 −

4ξ2e−ξ(sx
2+sy

2)
(
ξ
(
sx

2 + sy
2
)
− 1

)2
(k − 2zRξ)

k3 +

−
ξ
(
k
(
ξ
(
sx

2 + sy
2
)
− 2

)
− 4zRξ

(
ξ
(
sx

2 + sy
2
)
− 1

))2

2k2zR

(
keξ(sx2+sy2) − 2zRξ

) ,

(3.47f)

while the off-diagonal elements are

Hx̄ȳ = −
4ξ2sxsy

(
k2 − 4ξ2zR

2e−ξ(sx
2+sy

2)
)

k
(
keξ(sx2+sy2) − 2ξzR

) (3.48a)

Hx̄z̄ =
ξ2sx pe−ξ(sx

2+sy
2)

k2zR

(
keξ(sx2+sy2) − 2ξzR

)
(
k2eξ(sx

2+sy
2) (
ξ
(
sx

2 + sy
2
)
− 2

)
− 8zR

2ξ2
(
ξ
(
sx

2 + sy
2
)
− 1

))
,

(3.48b)

Hȳz̄ =
ξ2sy pe−ξ(sx

2+sy
2)

k2zR

(
keξ(sx2+sy2) − 2ξzR

)
(
k2eξ(sx

2+sy
2) (
ξ
(
sx

2 + sy
2
)
− 2

)
− 8zR

2ξ2
(
ξ
(
sx

2 + sy
2
)
− 1

))
.

(3.48c)

At the same time the nonzero elements of Ω from Eq. 3.45 are

Ωsx x̄ =
4ie−ξ(sx

2+sy
2)pzRξ

4sx
2

k
(
keξ(sx2+sy2) − 2zRξ

) (3.49a)

Ωsxȳ =
4ie−ξ(sx

2+sy
2)pzRξ

4sxsy

k
(
keξ(sx2+sy2) − 2zRξ

) (3.49b)
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Ωsx z̄ =
ie−ξ(sx

2+sy
2)ksxξ

3
(
2p2ξ +

(
sx

2 + sy
2
) (

eξ(sx
2+sy

2)k2 − 2p2ξ2
))

k2
(
keξ(sx2+sy2) − 2zRξ

) (3.49c)

Ωsy x̄ =
4ie−ξ(sx

2+sy
2)pzRξ

4sxsy

k
(
keξ(sx2+sy2) − 2zRξ

) (3.49d)

Ωpx̄ =
ie−ξ(sx

2+sy
2)sxξ

3

k2
(
keξ(sx2+sy2) − 2zRξ

)
(
4zR (2zRξ − k) +

(
sx

2 + sy
2
) (

k2eξ(sx
2+sy

2) + 2zRξ (k − 4zRξ)
)) (3.49e)

Ωsyȳ =
4ie−ξ(sy

2+sy
2)pzRξ

4sx
2

k
(
keξ(sx2+sy2) − 2zRξ

) (3.49f)

Ωsy z̄ =
ie−ξ(sx

2+sy
2)ksyξ

3
(
2p2ξ +

(
sx

2 + sy
2
) (

eξ(sx
2+sy

2)k2 − 2p2ξ2
))

k2
(
keξ(sx2+sy2) − 2zRξ

) (3.49g)

Ωpȳ =
ie−ξ(sx

2+sy
2)syξ

3

k2
(
keξ(sx2+sy2) − 2zRξ

)
(
4zR (2zRξ − k) +

(
sx

2 + sy
2
) (

k2eξ(sx
2+sy

2) + 2zRξ (k − 4zRξ)
)) (3.49h)

Ωpz̄ =
ie−ξ(sx

2+sy
2)pξ3

(
ξ
(
sx

2 + sy
2
)
− 1

)
k3

(
keξ(sx2+sy2) − 2zRξ

)
(
k
(
ξ
(
sx

2 + sy
2
)
− 2

)
− 4zRξ

(
ξ
(
sx

2 + sy
2
)
− 1

)) (3.49i)

where ξ = 2kzR
p2+4zR2 . These results become particularly interesting in the regime
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ksx � 1, ksy � 1 and kp � 1, which is precisely the one of relevance to sub-

wavelength imaging. In this limit we have

lim
(sx,sy,p)→(0,0,0)

H = diag
{

k
2zR

,
2k
zR
,

k
2zR

,
2k
zR
,

1
4zR

2 ,
1

zR
2

}
, (3.50)

lim
(sx,sy,p)→(0,0,0)

Ω = diag {0, 0, 0, 0, 0, 0} , (3.51)

where we find that even in the full 3-D case the estimators of the six parameters are

approximately statistically independent. This means that the optimal estimators

of the whole six parameters sx, x̄, sy, ȳ, p, z̄ are approximately statistically inde-

pendent.

3.5 Spatial-mode demultiplexing (SPADE)

A method that could be taken in consideration to estimate the separation is based

on a discrimination in terms of the Hermite-Gaussian spatial modes
{
|Φm,n〉

}
m,n=0,1,...

[18]. To approach with this method we assume that the basis of the modes can be

factorized

|Φm,n〉 = |φm〉 ⊗ |φn〉 , (3.52)

where

|φm〉 =

∫ ∞

−∞

φm (x,Z) |x〉 dx, m = 0, 1, . . . ,

|φn〉 =

∫ ∞

−∞

φn (y,Z) |y〉 dy, n = 0, 1, . . . ,
(3.53)
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and

φm (x,Z) =

(
2
π

) 1
4

√
k

2m+1 f !zR

√
izR

Z + izR

(
Z − izR

Z + izR

)m
2

Hm

√ kzR

Z2 + zR
2 x

 e−ik x2
2(Z+izR) ,

(3.54)

whereHm is the Hermite polynomial and Z is the axial distance of the filter from

the screen [81]. This measurement, introduced by [18], has been shown to achieve

near-optimal precision in the small angular separation regime. The basic idea is

to measure the intensity of incoming light in a basis of normalized spatial modes,

in this case the Hermite-Gaussian modes Eq. (3.52) and this is why this measure-

ment take the name SPADE, from SPAtial-mode DEmultiplexing. Conditioned on

detecting the incoming photons, the probability to detect the photon in the specific

mode of Hermite-Gaussian basis is

P1m,n

(
sx, sy, p, x̄, ȳ, z̄, zm

)
=

1
2

(∣∣∣〈Φm,n|ψ1〉
∣∣∣2 +

∣∣∣〈Φm,n|ψ2〉
∣∣∣2) , (3.55)

where zm is the distance to set filter for the measures,
∣∣∣〈Φm,n|ψ1〉

∣∣∣2 and
∣∣∣〈Φm,n|ψ2〉

∣∣∣2
are the probabilities to get one photon in the m − th and n − th modes from the
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source 1 and 2, respectively

P1m,n

(
sx, sy, p, x̄, ȳ, z̄, zm

)
=

21−m−nzR
2

Γ (1 + m) Γ (1 + n)

{[
e
−

2kzR((sx+2x̄)2+(sy+2ȳ)2)
(p+2z̄−2zm)2+16zR2

(
(p + 2z̄ − 2zm)2

(p + 2z̄ − 2zm)2 + 16zR
2

)m+n
2 4

(p + 2z̄ − 2zm)2 + 16zR
2

Hm

− sx + 2x̄
p + 2z̄ − 2zm

√
kzR

−4izR (p + 2z̄ − 2zm)


Hm

− sx + 2x̄
p + 2z̄ − 2zm

√
kzR

4izR (p + 2z̄ − 2zm)


Hn

− sy + 2ȳ
p + 2z̄ − 2zm

√
kzR

−4izR (p + 2z̄ − 2zm)


Hn

− sy + 2ȳ
p + 2z̄ − 2zm

√
kzR

4izR (p + 2z̄ − 2zm)

 ]+
+

[
e
−

2kzR((sx−2x̄)2+(sy−2ȳ)2)
(p−2z̄+2zm)2+16zR2 4

(p − 2z̄ + 2zm)2 + 16zR
2(

(p − 2z̄ + 2zm)2

(p − 2z̄ + 2zm)2 + 16zR
2

)m+n
2

Hm

− sx − 2x̄
p − 2+̄2zm

√
kzR

−4izR (p − 2z̄ + 2zm)


Hm

− sx − 2x̄
p − 2z̄ + 2zm

√
kzR

4izR (p − 2z̄ + 2zm)


Hn

− sy − 2ȳ
p − 2z̄ + 2zm

√
kzR

−4izR (p − 2z̄ + 2zm)


Hn

− sy − 2ȳ
p − 2z̄ + 2zm

√
kzR

4izR (p − 2z̄ + 2zm)

 ]}

, (3.56)
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where zm is the axial distance of the filters from the screen. For small separations,

the centroids x̄ and ȳ can be localized by direct imaging. While the axial centroid

z̄ is taken in the limit z̄ → zm then we are able to know the localization of this

coordinate from the position of apparatus. Thanks to this the probability Eq. 3.56

became

P1m,n

(
sx, sy, p, zm

)
=

24−m−ne
−

2k(sx2+sy2)zR
p2+16zR2 zR

2
(

p2

p2+16zR2

)m+n
2(

p2 + 16zR
2) Γ (1 + m) Γ (1 + n)

Hm

−1
2

(−1)
3
4

√
k
p3 sx

Hm

−1
2

(−1)
1
4

√
k
p3 sx


Hm

−1
2

(−1)
3
4

√
k
p3 sy

Hm

−1
2

(−1)
1
4

√
k
p3 sy


. (3.57)

To measure in the Hermite-Gaussian basis, one needs to demultiplex the image-

plane field in terms of the desired spatial modes before determining the out-

come based on the mode in which the photon is detected. To do so with a high

information-extraction efficiency, one should perform a one-to-one conversion of

the Hermite-Gaussian modes into modes in a more accessible degree of freedom

with minimal loss and measurements that capture as many photons as possible.

For example, we can take advantage of the fact that the Hermite-Gaussian modes

are waveguide modes of a quadratic-index waveguide. The classical Fisher infor-

mation for the Hermite-Gaussian basis measurements is

Jµν = N
∞∑

m,n=0

1
P1m,n

∂

∂λµ
P1m,n

∂

∂λν
P1m,n. (3.58)

In Figures 3.3, 3.4, 3.5 is plot the classical Fisher information of Eq. (3.58) (red

curve) versus the qFim (blue curve) of the relative distances sx, sy and p from
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Eq. 3.47. The classical Fisher information plots are obtained numerically for a

Gaussian beam with k = 1, zR = 2. The vertical axes are normalized to N =

1
2k/zR. For these plots we are considering the centroid coordinates (x̄, ȳ, z̄) in the

axes origin of my reference system, and the distance to set filter for the measures

zm → z̄.

It is possible to observe that in the regime where the relative distances between

the two light emitters
(
sx, sy, p

)
are in small distances regime, the classical Fisher

information for the Hermite-Gaussian modes coincide with the qFim beating also

the Rayleigh’s curse.
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Figure 3.2: Top: Angular localization. Plots of the qFim elements Hss (red,
lowermost curve) and Hx̄x̄ (blue, uppermost curves), versus the angular separation
s; continuous lines refer to p = 0 and dashed lines to p = 2. Bottom: Axial
localization. Plots of the qFim elements Hpp (red, lowermost curve) and Hz̄z̄ (blue,
uppermost curves), versus the axial separation p; continuous lines are for s = 0
and dashed lines for s = 1. The results are for Gaussian beams with k = 1, zR = 2.
The vertical axes are normalized to N = 1

2k/zR.

Part I Chapter 3 Carmine Napoli 64



0.000 0.005 0.010 0.015 0.020 0.025
0.00

0.05

0.10

0.15

0.20

0.25

sx

J s
x
s x
/

0.000 0.005 0.010 0.015 0.020 0.025
0.0

0.1

0.2

0.3

0.4

0.5

s y

J s
x
s x
/

0.000 0.005 0.010 0.015 0.020 0.025
0.0

0.1

0.2

0.3

0.4

0.5

p

J s
x
s x
/

Figure 3.3: Plots of the classical Fisher information elements Jsx sx (red curves)
compared with the counterpart of qFim element Hsx sx (blue dashed) when p → 0
and sy → 0. The results are for a Gaussian beam with k = 1 and zR = 2. The
vertical axes are normalized toN = k

2zR
. These graphs are made with variation of:

top sx, middle sy, bottom p
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Figure 3.4: Plots of the classical Fisher information elements Jsy sy (red curves)
compared with the counterpart of qFim element Hsy sy (blue dashed) when p → 0
and sy → 0. The results are for a Gaussian beam with k = 1 and zR = 2. The
vertical axes are normalized toN = k

2zR
. These graphs are made with variation of:

top sx, middle sy, bottom p
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Figure 3.5: Plots of the classical Fisher information elements Jpp (red curves)
compared with the counterpart of qFim element Hpp (blue dashed) when p → 0
and sy → 0. The results are for a Gaussian beam with k = 1 and zR = 2. The
vertical axes are normalized toN = k

2zR
. These graphs are made with variation of:

top sx, middle sy, bottom p
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4 — Quantum resource theory

Some properties of a quantum system such as quantum entanglement, coherence,

athermality, asymmetry, and others, can be regarded as resources useful to perform

certain operational tasks within different areas of physics including quantum op-

tics, quantum thermodynamics, condensed matter theory, quantum biology, quan-

tum information, and quantum metrology. The objective of any quantum resource

theory (QRT) is to understand how we can make use of each of such quantum

resources in the most efficient way. Entanglement stands probably as the paradig-

matic example of QRT. It can be indeed seen as a resource for quantum tele-

portation[83], wherein an entangled state is consumed via local operations and

classical communication (LOCC) and transformed into a single use of a non local

quantum channel. In other words, even though one is restricted to use only local

quantum operations and classical communication, entanglement can be exploited

as a resource in order to circumvent such restriction. More generally, every re-

striction on quantum operations defines a resource theory.

Following [24, 84], we now provide a review of the general structure of a QRT.

4.1 The general structure of quantum resource the-

ories

QRTs are constituted by the following three ingredients:
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• free states, i.e. the states that can be implemented for free, like separable

states in entanglement theory, that can be created via LOCC;

• resource states, i.e. the states which are not free, like entangled states in

entanglement theory, that cannot be created via LOCC;

• free operations, i.e. the operations that can be implemented for free and that

we are restricted to, like the LOCC in the case of entanglement theory.

To describe the general structure of QRTs we consider for simplicity finite di-

mensional quantum systems composed of distinguishable particles, whose carrier

Hilbert space is thus given byHm ≡ Cm1⊗Cm2⊗· · ·⊗Cms , where s is the number of

subsystems and m = {m1,m2, · · · ,ms} is the vector of the subsystem dimensions.

We denote by D (Hm) the set of density operators over Hm, i.e. the states of the

particular quantum system associated with the Hilbert space Hm, by F the set of

free states corresponding to all possible finite dimensional quantum systems, and

by Fm = F ∩D (Hm) the set of free states pertaining only to the quantum system

whose carrier Hilbert space isHm.

4.1.1 The free states

We now provide five physically motivated requirements that the set of free states

should fulfil, as introduced by [24]. First of all, we require that if we have a pair

of free states ρ, σ ∈ F , then we have also that ρ ⊗ σ ∈ F .

Postulate 4.1.1. The set of free states F is closed under tensor products.

Let us now consider a quantum system composed of two spatially separated sub-

systems and whose carrier Hilbert space is given by Hm⊗m′ = Hm ⊗ Hm′ . If

ρ ∈ D (Hm⊗m′) is a free state of such system, then also the corresponding subsys-

tem states are free, i.e. TrHm′ (ρ) ∈ Fm and TrHm(ρ) ∈ Fm′ . This postulate is thus

somehow the opposite of the previous one and can be stated formally as follows.
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Postulate 4.1.2. The set of free states F is closed under partial trace of spatially

separated subsystems.

Furthermore, if ρ ∈ D (Cm1 ⊗ · · · ⊗ Cms) is a free state of a quantum system com-

posed of s spatially separated subsystems, then any permutation of these subsys-

tems cannot generate any resource. A particular intuitive instance of this axiom

arises actually from postulate 4.1.1, whereby if ρ and σ are free states, then both

ρ ⊗ σ and σ ⊗ ρ are free states.

Postulate 4.1.3. The set of free states F is closed under permutations of spatially

separated subsystems.

We now assume that a QRT is continuous. Specifically, if we consider a sequence

of free states {ρn} that converges to a state ρ, in the sense that limn→∞ ||ρn−ρ||p = 0

according to any p-norm || · ||p, then also the state ρ is free.

Postulate 4.1.4. Each Fm is a closed set.

Finally, suppose that ρ, σ ∈ Fm, we assume that also tρ + (1 − t)σ ∈ Fm for

any t ∈ [0, 1]. Stated differently, classical mixtures of free states cannot create a

resource state.

Postulate 4.1.5. Each Fm is a convex set.

When considering entanglement theory, one can easily see that the set of separable

states in all possible finite dimensions, i.e. the states of the form

σ =
∑

i

piρ
(1)
i ⊗ ρ

(2)
i ⊗ · · · ⊗ ρ

(s)
i , (4.1)

with {pi} being a probability distribution and ρ( j)
i being arbitrary states of the j-th

subsystem, satisfies all the above five axioms.
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4.1.2 The free operations

The three ingredients of a QRT, i.e. the free states, resource states and free op-

erations, are not independent of each other, but rather they must be compatible

in the following sense: the free operations cannot generate resource states out of

free states. This should be the case in order for the corresponding QRT to have

an operational meaning. Indeed, it would not make sense if through operations

that can be implemented for free it was possible to create something costly from

something which is free.

Postulate 4.1.6. The set of free operations cannot convert free states into resource

states.

When considering entanglement theory again, one can easily see that trace-preserving

LOCC [24], i.e. operations such that each party is allowed to perform quantum

operations only locally on his own particle and then to communicate the result to

the other parties via classical means[85], satisfy such postulate, i.e. they cannot

transform a separable state into an entangled state.

4.2 Measures of a resource

Actually, in order for a QRT to be operationally meaningful, it is reasonable to

require something stronger than postulate 4.1.6, i.e. that any valid quantifier of a

resource cannot increase under the action of free operators.

Postulate 4.2.1. The free operations cannot convert a state into a more resourceful

state.

In the following we provide two main approaches whereby it is possible to faith-

fully quantify the amount of resource contained into a state.
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4.2.1 Geometric measures

Thanks to the closure of the set of free states Fm, we can define an infinite class

of geometric resource quantifiers that are monotonically non increasing under any

possible free operation. Quite intuitively, we just need to consider the distance D

of the given state ρ ∈ D(Hm) from the set of free states, i.e.

MD(ρ) = inf
σ∈Fm

D(ρ, σ). (4.2)

However, an obvious question arises: what are the requirements on the distance

D in order for the corresponding measure of resource MD to faithfully quantify

the degree of resource of ρ? A sufficient requirement is the contractivity of such

distance under CPTP maps[24], i.e.

D (Λ (ρ) ,Λ (σ)) ≤ D (ρ, σ) , (4.3)

for any CPTP map Λ and any pair of states ρ and σ.

A notable example of such kind of distance is the relative entropy S , which is

defined as follows:

S (ρ||σ) = Tr
[
ρ log ρ

]
− Tr

[
ρ logσ

]
. (4.4)

Other examples are the trace distance, Hellinger distance, and Bures distance[86].

Quite remarkably, the euclidean Hilbert-Schmidt distance is not contractive under

CPTP maps[86].

In the case of entanglement theory, we can thus quantify the entanglement of a

given state ρ by considering its distance from the set S of separable states:

ED (ρ) = inf
σ∈S

D (ρ, σ) . (4.5)
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In particular, when D is the relative entropy we recover the celebrated relative en-

tropy of entanglement[87].

However, there are also other requirements that are usually imposed on a measure

of a resource in order to make it a fully bona fide quantifier. These include mono-

tonicity on average under selective free operations and convexity. Overall, when

considering for example an entanglement quantifier, all the requirements that a

real positive function E defined on the set of states needs to satisfy in order to be a

fully bona fide quantifier of entanglement can thus be summarised as follows[88,

89, 90]:

• E(ρ) = 0 if ρ is separable;

• E(ΛLOCC(ρ)) ≤ E(ρ) for any trace-preserving LOCC ΛLOCC, that implies in

particular invariance of entanglement under local unitaries;

•
∑

i piE(ρi) ≤ E(ρ), where pi = Tr(ViρV†i ) and ρi = ViρV†i /pi, for any lo-

cal operators Vi such that
∑

i V†i Vi = 1, which is the monotonicity under

selective measurements on average;

• E(
∑

i piρi) ≤
∑

i piE(ρi), for any probability distribution {pi} and states ρi.

Again, one can ask what are the properties that a distance D needs to satisfy in

order for the corresponding measure of a resource to be fully bona fide. Apart

from the contractivity of the distance under CPTP maps, there are other properties

of D that are sufficient for this purpose[91]:

•
∑

i piD
(
ρi
pi
, σi

qi

)
≤

∑
i D (ρi, σi), where pi = Tr

[
ρi
]
, qi = Tr [σi] and ρi =

ViρV†i and σi = ViσV†i , with Vi not necessarily local;

• D (
∑

i PiρPi,
∑

i PiσPi) =
∑

i D (PiρPi, PiσPi), where Pi is any set of orthog-

onal projectors such that PiP j = δi jPi;

• D (ρ ⊗ Pα, ρ ⊗ Pα) = D (ρ, σ) where Pα is any projector.
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• D(
∑

i piρi,
∑

i piσi) ≤
∑

i piD(ρi, σi), for any probability distribution {pi} and

any set of states ρi and σi.

Again, the relative entropy distance satisfies all the aforementioned properties,

so that the relative entropy of entanglement can be regarded as a fully fledged

quantifier[91].

4.2.2 Robustness of a resource

The convexity of the set of free states allows us to introduce another quantifier

of a resource, the so-called robustness. The robustness of a state ρ quantifies the

minimal amount of classical mixing s with a free state σ required to wash out all

the resource of ρ:

Rsp (ρ) = inf
σ∈Fm

min
s

{
s ≥ 0 :

ρ + sσ
1 + s

∈ Fm

}
. (4.6)

Quite intuitively, this quantity measures how much the quantum resource of a

given state ρ is robust against classical mixtures with free states.

Again, this sort of resource quantifier arose within entanglement theory. More

precisely, it was introduced in a seminal paper by Vidal and Tarrach[92], where it

was defined as follows:

ERsp (ρ) = inf
σ∈S

min
s

{
s ≥ 0 :

ρ + sσ
1 + s

∈ S

}
, (4.7)

i.e. as the minimal amount of mixing s with a separable state σ required to get a

separable state out of ρ. The robustness of entanglement is well defined since for

any state ρ there always exist a positive number s and a separable state σ ∈ S such

that ρs =
ρ+sσ
1+s is also a separable state. This entails that we can always decompose

a state ρ in terms of separable states as follows

ρ = (1 + s)ρs − sσ. (4.8)
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Such decomposition is denoted by local pseudomixture for the state ρ (see Fig.4.1).

A local pseudomixture for ρ is said to be optimal if the separable states ρs and σ

appearing in Eq. (4.8) achieve both the optimisations in the definition of the ro-

bustness of entanglement of ρ in Eq. 4.7, so that s = ERsp(ρ).

We now show that the robustness of entanglement is a fully bona fide quantifier.

First of all, due to the convexity of the set of separable states, the robustness of

entanglement is zero for all, and only, separable states. Second, we now show that

Figure 4.1: Local pseudomixture for the entangled state ρ. Since there always
exist a σ ∈ S and a finite s > 0 such that ρs =

ρ+sσ
1+s is in S, we are able to express

ρ in terms of two separable states and the weight s as ρ = (1 + s) ρs − sσ.

the robustness of entanglement is monotonically non-increasing on average under

selective local measurements, i.e.

ERsp (ρ) ≥
∑

n

pnERsp (ρn) (4.9)

with ρn =
KnρK†n

pn
and pn = Tr

[
KnρK†n

]
, ∀Kn such that

∑
n K†n Kn = 1 and Kn being

local operators.
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Let us recall that any optimal local pseudomixture ρs of ρ is such that:

ρ =
(
1 + ERsp (ρ)

)
ρs − ERsp (ρ)σ, (4.10)

where σ is a separable state. Consequently, we get that:

ρn =
KnρK†n

pn
=

1
pn

{(
1 + ERsp (ρ)

)
KnρsK†n − ERsp (ρ) KnσK†n

}
. (4.11)

Introducing

ρsn =
1

1 + t
1
pn

(
1 + ERsp (ρ)

)
KnρsK†n ∈ S

σn =
1
t

1
pn
ERsp (ρ) KnσK†n ∈ S

t =
1
pn
ERsp (ρ) Tr

[
KnσK†n

]
,

(4.12)

we obtain:

ρn = (1 + t) ρsn − tσn. (4.13)

Since the above local pseudomixture of ρn is not necessarily optimal, by using the

definition of robustness of entanglement for the state ρn we immediately get:

ERsp (ρn) ≤ t. (4.14)
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We thus obtain the following sequence of inequalities:

∑
n

pnERsp (ρn) ≤
∑

n

pnERsp (ρ)
Tr

[
KnσK†n

]
pn

=

=
∑

n

ERsp (ρ) Tr
[
KnσK†n

]
=

=
∑

n

ERsp (ρ) Tr
[
K†n Knσ

]
=

= ERsp (ρ) Tr

∑
n

(
K†n Kn

)
σ

 =

= ERsp (ρ) Tr [σ] = ERsp (ρ) ,

(4.15)

which lead to the desired monotonicity under selective local measurements of the

robustness of entanglement. Third, the robustness of entanglement is convex, i.e.

it satisfies the following inequality

ERsp (ρ) ≤
l∑

k=1

pkERsp (ρk) , (4.16)

for any probability distribution {pk}, any set of states {ρk} and any l. To prove the

above inequality, it suffices to restrict to the case of l = 2, since the latter implies

any other case with l > 2, as it can be easily seen by iteration. In other words, we

just need to prove the following:

ERsp (pρ1 + (1 − p) ρ2) ≤ pERsp (ρ1) + (1 − p)ERsp (ρ2) , (4.17)

for any p ∈ [0, 1]. For each ρk, k = 1, 2, let us consider an optimal local pseu-

domixture ρsk , which is thus such that:

ρk =
(
1 + ERsp (ρk)

)
ρsk − ERsp (ρk)σk, (4.18)
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where σk, k = 1, 2, is a separable state. Consequently, the convex combination

ρ = pρ1 + (1 − p) ρ2 can be written as:

ρ = (1 + t) ρs − tσ, (4.19)

which is a local pseudomixture with:

ρs =
1

1 + t

[
p
(
1 + ERsp (ρ1)

)
ρs1 + (1 − p)

(
1 + ERsp (ρ2)

)
ρs2

]
∈ S

σ =
1
t

[
pERsp (ρ1)σ1 + (1 − p)ERsp (ρ2)σ2

]
∈ S

t = pERsp (ρ1) + (1 − p)ERsp (ρ2) .

(4.20)

Since the local pseudomixture in Eq. (4.19) is not necessarily optimal, then by the

definition of Rsp(ρ) we have that ERsp (ρ = pρ1 + (1 − p) ρ2) ≤ t, i.e. we get the

desired convexity inequality.

Finally, the robustness of entanglement is monotonically non-increasing under

LOCC [93]. One can easily see that this simply arises from its convexity and

monotonicity on average under selective local measurements [92, 94].

An interesting example regards generic pure states of quantum systems composed

of two identical yet distinguishable m-dimensional particles. The Schmidt theo-

rem states that any pure state |ψ〉 of such quantum system can be decomposed as

follows:

|ψ〉 =

m∑
i=1

ai |i〉 ⊗ |i〉 , 0 ≤ ai+1 ≤ ai,

m∑
i=1

a2
i = 1, (4.21)

where {|i〉}mi=1 is an orthonormal basis of Cm. In terms of the positive coefficients

{ai}, the robustness ERsp of the pure state |ψ〉 is given by:

ERsp (|ψ〉) =

 m∑
i=1

ai

2

− 1. (4.22)

This result confirms how for bipartite pure states the entanglement depends only
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on the eigenvalues of the marginal states[92, 94, 93]. Indeed, given the projector

onto the pure state |ψ〉, i.e. |ψ〉 〈ψ|, we can immediately see that the eigenvalues of

the marginal states ρA = TrB(|ψ〉 〈ψ|) = ρB = TrA(|ψ〉 〈ψ|) are given exactly by the

a2
i so that the sum of their square roots will lead to ERsp (|ψ〉).

The robustness of a resource can be readily generalised, when realising that also a

convex mixture between two resourceful states can very well be a free state. This

gives rise to the generalised robustness of a resource, which is defined as follows:

Rg (ρ) = min
τ∈D(Hm)

{
s ≥ 0 :

ρ + sτ
1 + s

∈ Fm

}
, (4.23)

i.e. as the minimal amount of mixing s with an arbitrary state τ required to erase

all the resource of ρ. Consequently, the generalised robustness of a state quan-

tifies how much its resource is robust against general classical mixtures. In the

following, to distinguish between the two robustness measures, we will denote

the original one by specialised robustness. Steiner gave birth to this generalisa-

tion again within entanglement theory, in Ref.[94], when considering the problem

whereby also by convex combinations between entangled states it is possible to

create a separable state. Specifically, he defined the generalised robustness of

entanglement of a state ρ as follows:

ERg (ρ) = min
τ∈D(Hm)

min
s

{
s :

ρ + sτ
1 + s

∈ S

}
. (4.24)

i.e. as the minimal amount of mixing s with any state τ required to have a sepa-

rable state out of ρ. Again, this generalised definition of the robustness of entan-

glement is well posed since there always exist a positive number s and a state τ

such that ρs =
ρ+sτ
1+s is a separable state (see Figure 4.2). Moreover, via a simple

generalisation of the arguments used in the case of the specialised robustness, one

can easily see that also the generalised robustness is a fully bona fide quantifier

of entanglement. Resorting to entanglement witnesses, it is possible to provide

the generalised robustness with an operational meaning. Entanglement witnesses
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Figure 4.2: Generalised pseudomixture for the entangled state ρ. Since there
always exist a τ ∈ D(Hm) and a finite s > 0 such that ρs =

ρ+sτ
1+s is in S, we are

able to express ρ in terms of a separable state, an arbitrary state and the weight s
as ρ = (1 + s) ρs − sτ.

stand as fundamental tools in quantum information theory, since they are observ-

ables that allow to detect entanglement in an experimentally friendly way[88, 95,

96]. Specifically, an entanglement witness is an Hermitian operator W such that

Tr [Wσ] ≥ 0, (4.25)

for any separable state σ. Consequently, if we have a state ρ such that:

Tr
[
Wρ

]
< 0, (4.26)

then we can conclude that ρ is entangled and we say that W detects ρ. How-

ever, the fact that Tr
[
Wρ

]
≥ 0 does not imply that ρ is separable, so that given

a state ρ there are only some witnesses that are particularly tailored to it and can

detect its entanglement. In particular, given a state ρ, we can define an optimal
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entanglement witness Wρ for ρ as any entanglement witness such that

Tr
[
Wρρ

]
= min

W∈W
Tr

[
Wρ

]
, (4.27)

whereW is the intersection of the sets of entanglement witnesses with some other

set (e.g., the set W ≤ 1). Entanglement witnesses enjoy a nice geometric inter-

pretation, wherein they are represented by hyperplanes in the set of states such

that all states located into one side of the hyperplane or belonging to it provide

non-negative mean value of the witness, such as the entire convex set of separable

states, whereas those located into the other side are entangled states detected by

the witness (see Figure 4.3).

Figure 4.3: The line represents a hyperplane corresponding to the entanglement
witness W. All states located to the right of the hyperplane or belonging to it
provide non-negative mean value of the witness, while those located to the left are
entangled states detected by the witness.
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Interestingly, by adopting optimal witnesses, we can turn the qualitative statement

provided by an entanglement witness into a quantitative evaluation of the entan-

glement of ρ. Indeed, it turns out that the following quantity

EW (ρ) = max
{
0,− min

W∈W
Tr

[
Wρ

]}
. (4.28)

faithfully quantifies the entanglement of ρ[97].
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5 — Coherence as a resource

Quantum coherence constitute the underlying structure of quantum correlations

and is one of the most fundamental features that depart from the classical world

[98, 99]. Fundamental experiments‘ have just been able to demonstrate, beyond

any major loophole, that quantum correlations are incompatible with a local real-

istic interpretation [100, 101, 102, 103, 104, 105, 106]. On the other hand, the re-

alization that quantum properties can be harnessed for practical applications [25]

is presently fuelling a heated international race [107] to develop and deploy quan-

tum technologies [108]. This is no coincidence: the improved study and test of

fundamental quantum properties and our increased ability to exploit them go hand

in hand.

The most essential feature signifying quantumness in a single system and under-

pinning all forms of quantum correlations in composite systems [109, 110, 111]

is quantum coherence, namely the possibility of creating superpositions of a set

of orthogonal states. Revealing quantum coherence in the state of a natural com-

plex or man-made device earmarks its behaviour as genuinely nonclassical [98,

99]. Its degree of coherence often quantifies the ability of such an object to be

an effective medium for quantum-enhanced applications [103, 112], ranging from

cryptography [105] to metrology [106] and thermodynamics [113, 114]. Thus, it

has become imperative to accomplish a rigorous operational characterization of

quantum coherence.
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5.1 Quantum coherence and quantum interference

Consider an observable K on the carrier Hilbert space H , and {|ki〉 , ki} respec-

tively the eigenstates and eigenvalues of K1. From Eq. 1.6 we know that the

quantum measurement of the observable K in general perturbs the physical sys-

tem. Supposing that the system is described by the state |ψ〉, the measurement

of the observable changes the system transforming its state |ψ〉 into one of the

eigenstates |ki〉, with probability:

pψ (ki) = |〈ki|ψ〉|
2 = 〈ψ|ki〉 〈ki|ψ〉 = 〈ψ|Πki |ψ〉 = 〈Πki〉ψ , (5.1)

where Πki is the projector onto the eigenspace of ki.

We can represent the state |ψ〉 as a coherent superposition of the above eigenstates

|ψ〉 =
∑

i

di |ki〉 , (5.2)

and then we can consider the corresponding classical mixture of such eigenstates

ρ =
∑

i

ci |ki〉 〈ki| , ci = |di|
2 . (5.3)

Let us consider a second observable L, having eigenvalues and eigenstates, re-

spectively: {|lm〉 , lm}, which does not commute with K. In the case of the classical

mixture ρ in Eq. 5.3, the probability to have the eigenvalue lm as the result of a

measurement of L is, from Eq. 1.12:

pρ (lm) = Tr
[
ρΠlm

]
=

∑
i

ci |〈lm|ki〉|
2 , (5.4)

1We suppose to measure the value of the physical quantity K in this state by projective mea-
surement: K =

∑
i ki |ki〉 〈ki| =

∑
i kiΠki
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while in the case of the coherent superposition in Eq. 5.2 one has, from Eq. 5.1:

pψ (lm) = |〈lm|ψ〉|
2 =

∑
j

d∗j 〈k j|lm〉
∑

i

di 〈lm|ki〉 =

=
∑

i

|di|
2
|〈lm|ki〉|

2 + 2
∑
i, j

d∗jdi 〈k j|lm〉 〈lm|ki〉 =

= pρ (lm) + 2
∑
i> j

<
{
d∗jdi 〈k j|lm〉 〈lm|ki〉

}
.

(5.5)

The information about quantum coherent superposition is stored in the off-diagonal

elements of the matrix representing the projector |ψ〉 〈ψ| in the basis {|ki〉}. These

terms are exactly those that give rise to quantum interference. In the classical

mixture, the information about the relative phase β in the product did∗j = |α| eiβ is

lost, as only the square modules |di|
2 = ci appear. This prevent such classical mix-

ture to allow for quantum interference. Classically we can imagine neither a coin

that is in a superposition of the states ”head” and ”tail” nor a Schrödinger’s cat

that is both ”dead” and ”alive” at the same time, while in the microscopic world

quantum coherence is not only relevant but also necessary to provide a satisfactory

description of physical phenomena.

5.2 The resource theory of quantum coherence

Following the general structure of QRTs, we can describe quantum coherence as

a resource [115].

In the resource theory of quantum coherence, the first step is to identify the free

states. A natural definition arises by fixing a particular basis {|i〉}mi=1 of the carrier

Hilbert space Hm. We call all density matrices that are diagonal in this basis in-

coherent states and label the set of all quantum incoherent states with all possible

finite dimensions by I, then the incoherent set of all states pertaining specifically

to the system with carrier Hilbert space Hm is: Im = I ∩ D (Hm). Hence, all

Part II Chapter 5 Carmine Napoli 86



density operator σ ∈ I are of the form:

σ =
∑

i

pi |i〉 〈i| , (5.6)

with {pi} being a probability distribution. It is easy to see that this set satisfies all

the five axioms that free states should satisfy, and have been outlined in section

4.1.1.

The free operations of the resource theory of quantum coherence, according to

Baumgratz et al [104], are given by the so-called incoherent completely positive

trace preserving (ICPTP) maps, even if the discussion about it is still open [115].

By definition, the Kraus operators {Kn} of any ICPTP map satisfy not only the

trace preserving condition
∑

n K†n Kn = 1 but also KnIK†n ⊂ I for all n. This defi-

nition guarantees that in an overall incoherent quantum operation ρ→
∑

n KnρK†n ,

even if one has access to individual outcomes n, no observer would conclude that

coherence has been generated from an incoherent state.

5.3 Measures of coherence

Following [104] we can give a collection of physically motivated properties that

any functional C mapping the states to the non-negative real numbers should sat-

isfy in order to be regarded as a proper coherence measure.

First of all it is required that the measure is zero if and only if the state is an

incoherent state

C1
C (ρ) = 0 ⇐⇒ ρ ∈ I. (5.7)

It is also required that the functional must be monotonically non-increasing under

incoherent completely positive trace preserving (ICPTP) maps
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C2a
C (ρ) ≥ C (ΦICPT P (ρ)) . (5.8)

The above condition has the same physical meaning of Postulate 4.2.1.

It is also required a further condition of monotonicity, that is non-increasing on

average under selective incoherent measurements

C2b
C (ρ) ≥

∑
n

pnC (ρn) , (5.9)

with ρn =
KnρK†n

pn
, pn = Tr

[
KnρK†n

]
for all {Kn} such that

∑
n K†n Kn = 1 and

KnIK†n ⊂ I.

This condition is more important as it allows for sub-selection, a process available

in well controlled quantum experiments, indeed this condition is the monotonicity

under selective measurements on average.

In the end it is required that the measure can not increase under classical mixing.

C3

C

∑
n

pnρn

 ≤∑
n

pnC (ρn) , (5.10)

for any set of states {ρn} and any pn ≥ 0 with
∑

n pn = 1 Postulate 4.1.5.

As pointed out [104], any coherence measure that satisfies conditions (C2b) and

(C3) necessarily satisfies also condition (C2a), indeed:

C (ΦICPT P (ρ)) = C

∑
n

pnρn

 C3
≤

∑
n

C (pnρn)
C2b
≤ C (ρ) . (5.11)

5.4 Geometric measures

Also for the coherence, the most intuitive kind of measure is the class of measure

based on the distance between the given state ρ ∈ D (Hm) and the closest state
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σ ∈ Im:

CD (ρ) = min
σ∈Im

D (ρ, σ) . (5.12)

All conditions are immediately satisfied for this class of measures, provided that

D is contractive under CPTP maps, except for the (C2b). This condition needs to

be proven on a case by case basis considering specific instances of distance.

5.4.1 Relative entropy of coherence

Like for the entanglement theory, and more generally in QRTs, the relative entropy

is a very useful example of distance-based measure:

Crelent (ρ) = min
σ∈Im

S (ρ||σ) = min
σ∈Im

Tr
[
ρ log ρ

]
− Tr

[
ρ logσ

]
=

= min
σ∈Im

S
(
ρdiag

)
− S (ρ) + S

(
ρdiag||σ

)
=

= S
(
ρdiag

)
− S (ρ) ,

(5.13)

where ρdiag. =
∑

i ρi,i |i〉 〈i|, and ρii = 〈i|ρ|i〉 is the matrix representing ρ in the basis

{|i〉}.

5.5 lp-norms measures

Another intuitive coherence quantifier is the class of measures based on the off-

diagonal elements, using the lp − norms:

‖ρ‖p =

∑
i, j

∣∣∣ρi, j

∣∣∣p
1
p

, (5.14)

where ρi, j = 〈i|ρ| j〉.

In this class, the proper measure, in sense of the conditions by [104, 116], is the
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l1 − norm:

Cl1 (ρ) =
∑
i, j

∣∣∣ρi, j

∣∣∣ . (5.15)

5.6 Robustness of coherence

In the same vein with the entanglement theory, we can introduce the robustness

resource quantifier for the coherence theory. More precisely, we define the robust-

ness of coherence as:

CR (ρ) = inf
τ∈D(Hm)

min
s

{
s ≥ 0 : δ =

ρ + sτ
1 + s

∈ I

}
(5.16)

i.e. as the minimal amount of mixing s with any state τ to get an incoherent state

out of ρ. As in the entanglement theory, also the robustness of coherence is well

defined since for any state ρ there always exist a positive number s and a state

τ ∈ D (Hm) such that δ =
ρ+sτ
1+s is an incoherent state.

As in the entanglement theory, it is possible to provide also for robustness of

coherence an operational meaning using the witnesses operators for coherence.

The coherence witnesses are hermitian operators W with following this properties:

• diag (W) = 0;

• λmin (W) ≥ −1, where λmin is the minimum eigenvalue of W.

Then given such an operator W, it is true that

CR (ρ) ≥ max
{
0,−Tr

[
Wρ

]}
, (5.17)

so W witnesses the coherence in ρ.

There is always an ”optimal” witness, that is a witness W satisfying the two prop-
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erties above and for which

C (ρ) = −Tr
[
Wρ

]
, (5.18)

and this optimal W can be found by semidefinite programming. We also report an

alternative form of the dual of the semidefinite programming in Eq. 5.18 as

C (ρ) = Tr
[
Xρ

]
− 1, (5.19)

where X ≥ 0 and X came from the substitution made for the semidefinite pro-

gramming variable X = 1 −W.

Figure 5.1: The line represents a hyperplane corresponding to the lower bound
for witness of coherence Wopt. All states located to the right of the hyperplane or
belonging to it provide non-negative mean value of the witness.

5.6.1 Is the robustness of coherence bona fide?

We now prove that our definition of robustness of coherence satisfies all the con-

ditions to be a proper measure of coherence [87].
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Faithful

In the beginning we start to prove the faithfulness condition (C1) 5.7

CR (ρ) = 0 ⇐⇒ ρ ∈ I. (5.20)

Proof. The proof of this condition is trivial because the robustness of coherence

quantifies the minimal amount of mixing with any state τ required to have an

incoherent state out ρ, and if ρ is exactly an incoherent state the minimal amount

of mixing is exactly 0 because we do not need to mix ρ with another state, if

CR (ρ) = 0 this means that the minimal amount of mixing is 0 then we have that

δ = ρ, but δ ∈ I then also ρ ∈ I. �

Convexity

Now we set out the convexity criterion for the robustness of coherence Eq. 5.16

under the condition Eq. 5.10:

∑
n

pnCR (ρn) ≥ CR

∑
n

pnρn

 ∀ {ρn} (5.21)

with any pn ≥ 0 such that
∑

n pn = 1.

Proof. This condition requires that the robustness of any realization of ρ:

{pn, ρn}n=1...N is not smaller than ρ. To prove it, it suffices to prove for N = 2, since

N > 2 can be realized by iterating of this case.

In this case we have that ρ = p1ρ1 + p2ρ2 with p1 + p2 = 1 then we can write

p2 = 1 − p1 and then, recalling p1 = p, we have p2 = 1 − p and then in this case

we have that:

ρ = pρ1 + (1 − p) ρ2. (5.22)
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Then prove the condition:

pCR (ρ1) + (1 − p) CR (ρ2) ≥ CR (pρ1 + (1 − p) ρ2) . (5.23)

For each ρk (k = 1, 2) considering the optimal mixture, we can say:

ρk = (1 + CR (ρk)) δ
opt
k − CR (ρk) τ

opt
k , (5.24)

with δopt
k and τopt

k such that:

CR (ρk) = inf
τk∈D(Hm)

min
s

{
s : δk =

ρk + sτk

1 + s
∈ I

}
;

δ
opt
k =

ρk + CR (ρk) τ
opt
k

1 + CR (ρk)
.

(5.25)

Substituting Eq. 5.24 in the Eq. 5.22 we obtain:

ρ = pρ1 + (1 − p) ρ2 = p (1 + CR (ρ1)) δopt
1 + pCR (ρ1) τopt

1 +

+ (1 − p) (1 + CR (ρ2)) δopt
2 + (1 − p) CR (ρ2) τopt

2 .
(5.26)

Calling

δ =
1

1 + s

{
p (1 + CR (ρ1)) δopt

1 + (1 − p) (1 + CR (ρ2)) δopt
2

}
τ =

1
s

{
pCR (ρ1) τopt

1 + (1 − p) CR (ρ2) τopt
2

}
s = pCR (ρ1) + (1 − p) CR (ρ2) .

(5.27)

Substituting in the Eq. 5.26 we have:

ρ = (1 + s) δ − sτ. (5.28)

Then we have that:

CR (pρ1 + (1 − p) ρ2) ≤ s, (5.29)
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by definition of CR (ρ). �

Monotonicity under selective measurements on average

We show monotonicity for the robustness of coherence according to (C2b) 5.9:

CR (ρ) ≥
∑

n

pnCR (ρn) (5.30)

with ρn =
KnρK†n

pn
and pn = Tr

[
KnρK†n

]
, ∀Kn such that

∑
n K†n Kn = 1 and KnIK†n ⊂

I.

Proof. The optimal mixture of ρ is:

ρ = (1 + CR (ρ)) δopt − CR (ρ) τopt, (5.31)

where δopt and τopt are such that:

CR (ρ) = inf
τ∈D(Hm)

min
s

{
s : δ =

ρ + sτ
1 + s

∈ I

}
;

δopt =
ρ + CR (ρ) τopt

1 + CR (ρ)
.

(5.32)

Then substituting Eq. 5.31 we have:

ρn =
KnρK†n

pn
=

1
pn

{
(1 + CR (ρ)) Knδ

optK†n − CR (ρ) Knτ
optK†n

}
. (5.33)

Calling

δn =
1

1 + t
1
pn

(1 + CR (ρ)) Knδ
optK†n

τn =
1
t

1
pn

CR (ρ) Knτ
optK†n

t =
1
pn

CR (ρ) Tr
[
Knτ

optK†n
]
,

(5.34)
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we obtain:

ρn = (1 + t) δn − tτn. (5.35)

Then using the robustness of coherence for the state ρn we have:

CR (ρn) = inf
τn∈D(Hm)

min
t

{
t : δn =

ρn + tτn

1 + t
∈ I

}
≤ t, (5.36)

by definition.

Then substituting in Eq. 5.30 we have:

∑
n

pnCR (ρn) ≤
∑

n

pnCR (ρ)
Tr

[
Knτ

optK†n
]

pn
=

=
∑

n

CR (ρ) Tr
[
Knτ

optK†n
]

=

=
∑

n

CR (ρ) Tr
[
K†n Knτ

opt
]

=

= CR (ρ) Tr

∑
n

(
K†n Kn

)
τopt

 =

= CR (ρ) Tr
[
τopt] = CR (ρ) .

(5.37)

�

Monotonicity under ICPTP maps

CR (ρ) ≥ CR (ΦICPT P (ρ)) ; (5.38)

as verified in Eq. 5.11 the coherence measure satisfies the condition (C2b)

Eq. 5.30 and condition (C3) Eq. 5.21, this imply the condition (C2a), which

proves the monotonicity of the robustness of coherence respect to all possible

formulation of the theory of coherence[23].

�
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5.7 Robustness of coherence as advantage in discrim-

ination games

Here, we provide a direct operational interpretation for the robustness of coher-

ence in quantum metrology. We consider the following phase discrimination

game: Alice prepares a quantum state ρ ∈ D (Hm), which then enters a black

box. The black box encodes a phase on ρ by implementing a unitary

Uφ = eiNφ, (5.39)

with N =
∑m−1

j=0 j | j〉 〈 j| and φ ∈ R, so that the output state is determined by the

action of the unitary channel

Uφ (ρ) B UφρUφ
†. (5.40)

We can think of N as a Hamiltonian for the system with an equispaced spectrum,

assuming unit spacing without loss of generality. In this way, the reference basis

{| j〉}, with respect to which coherence is defined and measured, is physically iden-

tified by the choice of the Hamiltonian. Suppose one of n phases {φk}
n−1
k=0 can be

applied, each with a probability pk. Any collection of pairs

{(pk, φk)}n−1
k=0 B Θ (5.41)

defines a phase discrimination game, where Alice’s goal is that of guessing cor-

rectly the phase that was actually imprinted on the state as shown in Figure 5.2. To

this end, she performs a generalized measurement with elements {Mk} (satisfying

Mk ≥ 0,
∑

k Mk = 1) on the output state Uφ (ρ) after the black box. Optimizing

over all measurements, the maximal probability of success depend on the game Θ
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and the input state ρ, and is given

psucc
Θ (ρ) = max

Mk

n−1∑
k=0

pkTr
[
UφkρUφk

†Mk

]
. (5.42)

Supposing now Alice’s input state is incoherent, ρ ≡ δ ∈ I. Since every unitary

channelUφ leaves any such state invariant,Uφ (δ) = δ, the best strategy for Alice

is always to cast the guess kmax corresponding to the phase with the highest prior

probability

pkmax B max
k

pk. (5.43)

Figure 5.2: The probe state is entering in a black box, where is implemented a
random phase shift sampled from a finite set of unknown phases. At the output
Alice perform an measure in order to guess which specific phase was applied in
the process.
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This results in an optimal probability of success for any incoherent state given by

psucc
Θ (I) B pkmax , (5.44)

which can be achieved even without actually probing the channel, just by a fixed

guess.

It is clear that, by preparing a coherent state ρ < I, Alice can expect to do bet-

ter. What it less obvious yet more remarkable is that the maximum advantage

achievable by using ρ as opposed to any incoherent probe δ in all possible phase

discrimination games. Now we face this problem showing that the robustness of

coherence of ρ is who determines the advantage enabled by choosing ρ as a probe

in the above channel discrimination game, as opposed to any incoherent probe δ.

Theorem 5.7.1. ∀ state ρ ∈ D (Hm) and any prior probability distribution pΘ it

holds that

max
{

1
n

(1 + CR (ρ)) , psucc
Θ (I)

}
≤ psucc

Θ (ρ) ≤ (1 + CR (ρ)) psucc
Θ (I) . (5.45)

Proof. The second inequality comes from the definition of CR (ρ) Eq. 5.16, which

implies that there is an incoherent δ such that ρ ≤ (1 + CR (ρ)) δ, so

n−1∑
k=0

pkTr
[
UφkρUφk

†Mk

]
≤ (1 + CR (ρ))

n−1∑
k=0

pkTr [δMk]

≤ (1 + CR (ρ)) psucc
Θ (I) ,

(5.46)

this because Uφ (δ) = δ for any δ ∈ I. On the other hand, to prove the first

inequality, we consider the optimal X for the semidefinite programming Eq. 5.19,

such that

Tr
[
Xρ

]
= 1 + CR (ρ) , (5.47)
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with X = 1 −W, and since X ≥ 0 alsoUφk (X) ≥ 0 we can write

Mk =
1
n

Uφk XUφk
†. (5.48)

Then we have

n−1∑
k0

pkTr
[
MkUφkρUφk

†
]

=

n−1∑
k0

pk

n
Tr

[
Uφk XUφk

†UφkρUφk
†
]

=

n−1∑
k0

pk

n
Tr

[
Xρ

]
=

1
n

Tr
[
Xρ

]
=

1
n

(1 + CR (ρ)) .

(5.49)

This prove that

psucc
Θ (ρ) ≥

1
n

(1 + CR (ρ)) . (5.50)

The other possibility in the lower bound follows from the fact that simply guessing

kmax is always a potentially valid strategy. �

As a consequence of the previous theorem, we can write the following result.

Corollary. ∀ state ρ ∈ D (Hm) and any prior probability distribution pΘ it holds

that

max
Θ

psucc
Θ

(ρ)
psucc

Θ
(I)

= 1 + CR (ρ) . (5.51)

Proof. Dividing Eq. 5.45 by psucc
Θ

(I) we have

max
{

1
n

1
psucc

Θ
(I)

(1 + CR (ρ)) , 1
}
≤

psucc
Θ

(ρ)
psucc

Θ
(I)
≤ (1 + CR (ρ)) . (5.52)

the lower bound matches the upper bound in the case psucc
Θ

(I) = pkmax = 1
n , that is,

for a flat prior probability distribution over all {φk}
n−1
k=0. �
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The maximum is achieved for the phase discrimination game

Θ∗ ≡

{
1
d
,

2πk
d

}m−1

k=0
. (5.53)

Therefore, CR (ρ) exactly quantifies, in particular, how useful the state ρ is for

reliable decoding and transmission of messages enceded be generalized phase

channels ρ 7→ ZkρZk† with Z | j〉 = exp
[
i (2π/d) j

]
| j〉. These channels features in

several quantum information tasks suchas quantum error correction [117], cloning

[118], dense coding [119, 120] and discriminating coherent and multicopy quan-

tum states .
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Conclusion

In this thesis we have studied the three-dimensional superlocalization problem.

From the multiparametric estimation we have determined that the Rayleigh’s curse

is beaten even in the case where we relax the one dimension hypothesis as shown

in many works [18, 17]. Moreover, we found that, for the relative distances of

the two point light sources sx, sy, p, the estimation of one of them is statistically

independent from the other and vice versa. It is thus possible to build a physical

measurement and estimation strategies for those parameters that saturate Eq. 3.9

asymptotically. Furthermore we have analyzed even a case of light beam when

the statistical independence is verified for the whole set of parameters in the limit

of ksx � 1, ksy � 1, kp � 1. Then we adapt an experimental setup known

as SPADE [18] where we show numerically that the measure performed in this

implementation can extract the full information offered by quantum mechanics

concerning the separations parameters via linear photonics. This scheme works

well for close sources, in other words with a relevant overlap function in their

wave function, avoiding Rayleigh’s curse that plagues direct imaging.

In the second part we have investigated quantum coherence by adopting a resource

perspective [24, 121]. In this scenario, and inspired by Vidal and Tarrach [92] and

by [94], we have proposed a new quantum coherence quantifier, the so-called

robustness of coherence defined in Eq. 5.16, showing that it is a proper measure.

Furthermore, we have shown that the evaluation of robustness of coherence can be

recast as a semidefinite program to reach an efficient numerical computability and

101



we give an operational interpretation of the robustness of coherence as quantifier

of the advantage enabled by a quantum state in a discrimination task.
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