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We show that extending the estimation window prior to structural breaks in cointegrated systems can be beneficial for forecasting performance and highlight under which conditions. In doing so, we generalize the Pesaran & Timmermann (2005)’s forecast error decomposition and show that it depends on four terms: 1) a period ahead risk; 2) a bias due to a conditional mean shift; 3) a bias due to a variance mismatch; 4) a gap term valid only conditionally. We also derive new expressions for the estimators of the adjustment matrix and a constant, which are auxiliary to the decomposition. Finally, we introduce new simulation-based estimators for the finite sample forecast properties which are based on the derived decomposition. Our finding points out that, in some cases, we can neglect parameter instability by extending the window backward and be insured against higher forecast risk under this model class as well, generalizing Pesaran & Timmermann (2005)’s result. Our result gives renewed importance to break tests, in order to distinguish cases when break-neglection is (not) appropriate.
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1 Introduction

Which estimation window is optimal for forecasting when the model used is subject to structural breaks?

It is well known that parameter breaks are pervasive to (parametric) models fitted to economic time series (Stock & Watson (1996)) and that instability can be harmful both in terms of forecast bias and error variance (Clements & Hendry (1998, 2001), Pesaran & Timmermann (2004) and Castle et al. (2016)). Against this background, a series of papers address the question of whether there exists an estimation window which assures forecast optimality under parameter jumps. For general autoregressive processes, Pesaran & Timmermann (2005) show that, under certain conditions, it is better for estimation to use also pre-break data (vs focus on post-break data only), thanks to declining bias and forecast error variance with expanding estimation window. For the multiple linear regression model with strictly exogenous regressors, Pesaran & Timmermann (2007) reach an identical conclusion, although the bias-efficiency trade-off is binding in that case, i.e. the bias always increase when we include contaminated data. In their article, Pesaran & Timmermann (2007) propose methods based on cross-validation and combination in order to determine the optimal estimation window. A similar contribution is provided by Inoue et al. (2017), who offer a new method to determine the optimal rolling window size in a smoothly time-varying parameter model. Other important contributions are by Pesaran & Pick (2011), Pesaran et al. (2013) and Giraitis et al. (2013).

We tackle the same initial question indirectly as Pesaran & Timmermann (2005), who assess the sensitivity of finite sample properties of forecasts to the starting point of the estimation window. We base our investigation, however, on a multivariate generalization of the autoregressive process. In
particular, we contribute by evaluating the forecasting performance under structural breaks of vector error correction (VEC) models (Johansen (1988, 1991)) in relation to the sample size used for estimation. We assess under which conditions and to what extent parameter instability causes adverse effects to forecasting by monitoring the conditional bias and mean square error (MSE) in connection to the initial point of the estimation window and draw conclusions on the window length which ensures best forecasting performance.

We show that extending the estimation window prior to structural breaks in VEC models can be beneficial for forecasting performance and highlight under which conditions. We base our simulation on a generalized Pesaran & Timmermann (2005)’s forecast error decomposition, which we derive, and show that it depends on four components: 1) a period ahead risk; 2) a bias due to a conditional mean shift; 3) a bias due to a variance mismatch; 4) a gap term valid only conditionally. We also derive new expressions for the estimators of the adjustment matrix and a constant, which are auxiliary to the decomposition. Finally, we introduce new simulation-based estimators for the finite sample forecast properties which are based on the derived decomposition.

Our finding points out that, under the derived conditions, we can neglect parameter instability by extending the window backward and be insured against higher forecast risk under this model class as well, generalizing Pesaran & Timmermann (2005)’s result. Our result suggests, in some cases, a reduced need of break-correction strategies and also gives renewed importance to testing for structural breaks, in order to distinguish cases when break-neglection is (not) appropriate. In general, the choice of the estimation window depends on the timing, location and direction of the breaks.
2 Model

2.1 Constant parameters

A general, \(N\)-dimensional VEC model is given by \(\{y_t\}_{t \in \mathbb{N}_0} \sim CI(d, b)\), where \(d = \max(d_1, \ldots, d_N)\), \(d \in \mathbb{N}\) being the order of integration, \(b \in \mathbb{N}\) being the absolute decrease in the order of integration thanks to cointegration, \(CI()\), and \(N\) is a finite number of series.\(^1\) Generality is given by the presence of \(k\) lags, i.e. \(y_t \sim VEC(k)\), and an unrestricted deterministic component.

**Assumption 1.** (i) \(d = b = 1\), so that \(y_t \sim CI(1, 1)\); (ii) \(k = 1\); (iii) the deterministic term is a constant \(\pi = -\gamma \rho\), i.e. restricted to the cointegration space, where \(\rho\) is an \((r \times 1)\)-dim constant; and (iv) \(e_t \overset{w.n.}{\sim} D(0_N, \Sigma)\), i.e. follows a general distribution with existent and finite first two moments, where \(\overset{w.n.}{\sim}\) stands for "white noise" and \(\Sigma\) is positive semi-definite.

Assumption 1 implies formally that

\[
\Delta y_t = \pi + \gamma \delta' y_{t-1} + e_t
\]

where \(\Delta y_t \sim I(0)\), \(\Delta\) being the difference operator and \(I()\) standing for "integrated of some order", \(y_t \sim I(1)\), \(\gamma\) and \(\delta\) are \((N \times r)\)-dim adjustment and cointegration matrices forming a product matrix of reduced rank \(rk(\gamma \delta') = r \in (0, N)\), where \(rk()\) denotes the rank of a matrix, and \(e_t \sim I(0)\).

2.2 Parameter instability

We suppose the parameter space (conditional mean and variance) of (1) to suffer from an instability at \(T_c\).

\(^1\)Hereafter, we simplify the notation for each stochastic process by omitting \(\{}_{t \in \mathbb{N}_0}\). Furthermore, we refer to dimensionality by the symbol \(-\text{dim}\).
Assumption 2. For $T_c \leq t < T$, $T$ finite: (i) $T_c$ is known; (ii) the conditional mean\(^2\) shifts permanently to $E_e(\Delta y_t | \Omega_{t-1}) = \pi^* + \gamma^* \delta^* y_{t-1}$ due to $\pi$ shifting to $\pi^*$, $\gamma$ to $\gamma^*$ and $\delta$ to $\delta^*$, where $\pi^* = -\gamma^* \rho^*$ and $rk(\gamma^* \delta^*) = r$; (iii) the conditional variance shifts permanently to $V_e(\Delta y_t | \Omega_{t-1}) = \Sigma^*$ due to $\Sigma$ shifting to $\Sigma^*$, where the expectation operators ($E_e()$ and $V_e()$) are defined over the distribution of $e_t^{(s)}$ and $\Omega_{t-1} = \sigma\{y_{t-1}, y_{t-2}, \ldots\}$ is a filtration up to $t - 1$.

Equivalently,

\[
\Delta y_t \sim_{N \times 1} \begin{cases} 
\pi + \gamma \delta' y_{t-1} + e_t, & \text{if } t < T_c \\
\pi^* + \gamma^* \delta^* y_{t-1} + e_t^*, & \text{if } t \geq T_c
\end{cases}
\]  

(2)

where $e_t^*$ is the error process characterized by the new covariance matrix.

3 Conditional forecasting

Following Pesaran & Timmermann (2005, 2007), we define $s - k(> 0)$ to be the starting point of the estimation window, where, following Assumption 1, (ii), $k$, the number of lags or initial values, is $k = 1$, implying the window to start at $s - 1$. The parameter $s \in \{2, \ldots, T\}$, which allows the break to happen during the estimation period (Pesaran & Timmermann (2005)). We analyze the one-step ahead forecasts from (2) conditioning on $\Omega_T = \Omega_{s,T} = \sigma\{y_T, y_{T-1}, \ldots, y_s\}$, i.e. a filtration up to $T$ which excludes a random initial value $y_{s-1}$.$^3$ Parameter estimates are therefore random variables whose distribution depends on the distribution of the initial value.

\(^2\)It is enough for only one of the parameters among $\pi$, $\gamma$ and $\delta$ to shift in order to obtain an instability in the conditional mean. Moreover, $\pi$ is not variation free, i.e. a shift, e.g., in $\gamma$ induces a change in $\pi$ as well.

\(^3\)We neglect unconditional results since past information is always available.
3.1 Bias and MSE

The estimated parameters (up to \( T \)) are functions of \( s \), i.e. \( \hat{\pi}(s) \), \( \hat{\gamma}(s) \) and \( \hat{\delta}(s) \). Conditional forecasts are in turn functions of \( s \) too, i.e.

\[
\Delta \hat{y}_{T+1|T}(s) = \hat{\pi}(s) + \hat{\gamma}(s)\hat{\delta}'(s) y_T
\]

(3)

and forecast errors, defined as \( \hat{\xi}_{T+1|T}(s) = \Delta y_{T+1} - \Delta \hat{y}_{T+1|T}(s) \), follow

\[
\hat{\xi}_{T+1|T}(s) = (\pi^* - \hat{\pi}(s)) + (\gamma^*\delta^{**'} - \hat{\gamma}(s)\hat{\delta}'(s)) y_T + e^s_{T+1}
\]

(4)

providing a multivariate generalization of Pesaran & Timmermann (2005, 2007), eq.(8), (9) and (3) on p.189-190 and p.137, resp. Under a parameter break, forecasts are conditionally biased and the bias is \( s \)-dependent, i.e.

\[
E_e(\hat{\xi}_{T+1|T}(s)|\Omega_T) = (\pi^* - E_e(\hat{\pi}(s)|\Omega_T)) + (\gamma^*\delta^{**'} - E_e(\hat{\gamma}(s)\hat{\delta}'(s)|\Omega_T)) y_T
\]

(5)

similarly to Pesaran & Timmermann (2005), eq.(33) on p.196.\(^4\) The conditional MSE in matrix form is given by

\[
E_e(\hat{\xi}_{T+1|T}(s)\hat{\xi}'_{T+1|T}(s)|\Omega_T) = E_e\left[\left((\pi^* - \hat{\pi}(s)) + (\gamma^*\delta^{**'} - \hat{\gamma}(s)\hat{\delta}'(s)) y_T\right)^2|\Omega_T\right] + \Sigma^e
\]

(6)

\(^4\)Forecasts are conditionally biased even in the absence of breaks due to the finite sample bias inherent in the estimated parameters (quantified in e.g. van Garderen & Boswijk (2014)). However, in the case of no break, if parameters were utopistically known ex-ante (\( \pi(s) = \pi \) and \( \gamma(s)\delta'(s) = \gamma\delta' \)), forecasts would instead be conditionally unbiased, i.e. \( E_e(\hat{\xi}_{T+1|T}(s)|\Omega_T) = E_e(e_{T+1}|\Omega_T) = 0_N \), and the conditional MSE in matrix form would equate the conditional forecast error variance, i.e. \( E_e(\hat{\xi}_{T+1|T}(s)\hat{\xi}'_{T+1|T}(s)|\Omega_T) = V_e(\hat{\xi}_{T+1|T}(s)|\Omega_T) = E_e(e_{T+1}e'_{T+1}|\Omega_T) = \Sigma, \) providing a lower bound for forecast efficiency (Clements & Hendry (2001), univariate case, eq.(4) on p.3, and Hendry (2006), multivariate case, eq.(19) on p.406, where the horizon is generalized to \( h \).
and is, in turn, dependent on $s$ (a multivariate extension of Pesaran & Timmermann (2005), eq.(10) on p.190).\(^5\) Univariate measures of bias and forecast accuracy are obtained, resp., via the Euclidean distance and by taking the trace of (6), or, equivalently, the expected squared Frobenius norm of (4), i.e. $\mathbb{E}_e(\|\hat{\xi}_{T+1|T}(s)\|^2_F|\Omega_T) = \mathbb{E}_e(tr(\hat{\xi}_{T+1|T}(s)\hat{\xi}'_{T+1|T}(s))|\Omega_T)$, where $tr()$ is the trace operator (linear in its arguments) and $\|\|_F$ is the Frobenius norm. In order to evaluate the bias and MSE analytically as a function of $s$, explicit expressions in terms of the innovations are needed, where the former depend on the initial value distribution, and can be recovered through the estimated parameters.

### 3.1.1 Unconditional moments of the initial value distribution

Based on an assumption on the origin of the process, we can compute the first two unconditional moments of the distribution of $y_t$ at the starting point of the estimation window, $s - 1$.

**Assumption 3.** The value initializing the process is given by $y_1 = \pi + e_1$.

**Lemma 1.** Under Assumptions 1-3, the first two unconditional moments of the distribution of $y_{s-1}$ are given by, for $s - 1 < T_c$,

\[
\mathbb{E}_e(y_{s-1})_{N \times 1} = \sum_{j=0}^{s-2} (I_N + \gamma \delta')^j \pi \tag{7}
\]

and

\[
\mathbb{V}_e(y_{s-1})_{N \times N} = \sum_{j=0}^{s-2} (I_N + \gamma \delta')^j \Sigma (I_N + \gamma \delta')^j' \tag{8}
\]

\(^5\)The notation $(\cdot)^2$ denotes the self outer product.
and by, for $s - 1 \geq T_c$,

$$E_c(y_{s-1}) = \sum_{j=0}^{s-T_c-1} (I_N + \gamma^* \delta^{s'})^j \pi^* + (I_N + \gamma^* \delta^{s'})^{s-T_c} \sum_{j=0}^{T_c-2} (I_N + \gamma \delta)^j \pi$$ (9)

and

$$\nabla_c(y_{s-1}) = \sum_{j=0}^{s-T_c-1} (I_N + \gamma^* \delta^{s'})^j \Sigma^*(I_N + \gamma^* \delta^{s'})^{j'} + (I_N + \gamma^* \delta^{s'})^{s-T_c} \nabla_c(y_{T_c-1})(I_N + \gamma^* \delta^{s'})^{s-T_c'}$$ (10)

where $\nabla_c(y_{T_c-1})$ is given by (8), where $s$ is replaced by $T_c$.

Proof. Appendix A.1

The expressions derived in Lemma 1 are useful in the following subsection (Appendix A.2).

### 3.1.2 Estimation

Estimation of $\pi$, $\gamma$ and $\delta$ can be carried out by Reduced Rank Regression (RRR) as in Johansen (1988, 1991). By separately stacking $y_{t-1}$ and $\Delta y_t$ over $t$ (Pesaran & Timmermann (2005)), we obtain the following lemma.

**Lemma 2.** Under Assumptions 1-3, the estimators for the adjustment matrix $\hat{\gamma}(s)$ and the constant $\hat{\pi}(s)$ are given by

$$\hat{\gamma}(s) = l^{-1}(s) \cdot (vec^{-1}(R_{X_{0T}}(s) + \hat{P}X_{1T}(s)))(vec^{-1}(\hat{c} + \hat{D}X_{1T}(s)))'$$

$$- l^{-1}(s) \cdot vec^{-1}(R_{X_{0T}}(s) + \hat{P}X_{1T}(s))1_{l(s)}1_{l(s)}'(vec^{-1}(\hat{c} + \hat{D}X_{1T}(s)))' \\delta(s)$$ (11)

---

6Hansen (2018) shows that normality is not necessary to motivate these estimators.
and

\[
\hat{\pi}(s) = l^{-1}(s) \cdot (vec^{-1}(R\chi_{0T}(s) + \hat{P}\chi_{1T}(s))1_{l(s)} - \hat{\gamma}(s)\hat{\delta}'(s)vec^{-1}(\hat{c} + \hat{D}\chi_{1T}(s))1_{l(s)})
\]  

\[(12)\]

where \(R, \hat{P}, \hat{c}\) and \(\hat{D}\) are matrices whose dimensions depend on \(s\) (Appendix A.2), \(\chi_{0T}(s) = (\chi_s, \ldots, \chi_T)' \sim D(0, I_{l(s)N})\) and \(\chi_{1T}(s) = (\chi_{s-1}, \ldots, \chi_{T-1})' \sim D(0, I_{l(s)N})\) are the standardized errors, \(1_{l(s)}\) is the unit vector of dimension \((l(s) \times 1)\), \(l(s) = l_{pr}(s) + l_{po} = T - s + 1\) is the length of the estimation window, where, in turn, \(l_{pr}(s) = T_c - s\) and \(l_{po} = T - T_c + 1\) are the lengths of the pre- and post-break windows, resp., \(\cdot\) is the scalar multiplication, \(vec()\) is the vectorization operator with respect to the time dimension and \(\hat{\delta}(s)\) are estimated eigenvectors.\(^7\)

**Proof. Appendix A.2**

The eigenvalue problem to find the RRR estimator \(\hat{\delta}(s)\) (Appendix A.2) is unchanged, but can be seen to depend on the expressions derived in Appendix A.2, i.e. to be sensitive to the instability in the parameters through the product moment matrices, leading to a change in the estimated eigenvectors. Hence, the eigenvalue problem, (11) and (12) in Lemma 2 depend on all parameters \(\pi, \pi^*, \gamma, \gamma^*, \delta, \delta^*, \Sigma\) and \(\Sigma^*\).

\(^7\)The constant can be estimated jointly with the cointegration space, however to derive and show the usefulness of the following decomposition we still estimate it unrestrictedly.
3.2 Forecast error decomposition

Proposition 1. Using Lemma 2, the one-step ahead forecast errors $\hat{\xi}_{T+1|T}(s)$ can be decomposed as

$$\hat{\xi}_{T+1|T}(s) = e_{T+1}^* - A_{1T}(s) - A_{2T}(s) - A_{3T}(s)$$  \hspace{1cm} (13)

where

$$A_{1T}(s) = \hat{\gamma}(s)\delta'(s)e_{e}(y_T) - l^{-1}(s)\cdot\delta'(s)\text{vec}^{-1}(\hat{\mathbf{c}})1_{l(s)},$$  \hspace{1cm} (14)

$$A_{2T}(s) = l^{-1}(s)\cdot\text{vec}^{-1}(R\chi_{0T}(s) + P\chi_{1T}(s))1_{l(s)} - \hat{\gamma}(s)\delta'(s)\text{vec}^{-1}(\hat{\mathbf{D}}\chi_{1T}(s))1_{l(s)},$$  \hspace{1cm} (15)

$$A_{3T}(s) = (\hat{\gamma}(s)\delta'(s) - \gamma^*\delta^*)\cdot(y_T - e_{e}(y_T)).$$  \hspace{1cm} (16)

\textbf{Proof.} Appendix A.3

The four components of (13) represent: an uncorrelated, zero-mean period ahead risk subject to a break in the covariance structure; a bias due to a conditional mean shift (14); a distortion provoked by the gap between the variation in the differenced process and the variation in the cointegration relations (15); and a bias, valid only conditionally (in general $y_T \neq E_e(y_T)$), which depends on the distance between estimated and true adjustment and cointegration matrices in the new regime, as well as on the gap between the realized value of the level process and its expected value (16). These expressions generalize Pesaran & Timmermann (2005), eq. (24)-(27), p.193, and can be used to derive simulation-based estimators for the finite sample.
3.3 Simulation-based estimators

Proposition 1 can be used to derive simulation-based estimators for the bias and MSE. Let $K$ be the number of repetitions and $i \in \{1, \ldots, K\}$ be the repetition’s number. Formally, equation (5) can be simulated by
$$\hat{E}_e(\hat{\xi}_{T+1|T}(s)|\Omega_T) \approx \frac{1}{K} \sum_{i=1}^{K} \hat{\xi}^{(i)}_{T+1|T}(s),$$
and, similarly, equation (6) can be simulated by
$$\hat{E}_e(\hat{\xi}_{T+1|T}(s)\hat{\xi}^{\prime}_{T+1|T}(s)|\Omega_T) \approx \frac{1}{K} \sum_{i=1}^{K} \hat{\xi}^{(i)}_{T+1|T}(s)\hat{\xi}^{(i)\prime}_{T+1|T}(s).$$

We propose the following estimators.

**Corollary 1.** Using Proposition 1, the simulation-based estimator for the conditional bias can be obtained as
$$\hat{E}_e(\hat{\xi}_{T+1|T}(s)|\Omega_T) = -\frac{1}{K} \sum_{i=1}^{K} (A^{(i)}_{1T}(s) + A^{(i)}_{2T}(s) + A^{(i)}_{3T}(s))$$
and the simulation-based estimator for the conditional MSE as
$$\hat{E}_e(\hat{\xi}_{T+1|T}(s)\hat{\xi}^{\prime}_{T+1|T}(s)|\Omega_T) = \Sigma^\ast + \frac{1}{K} \sum_{i=1}^{K} (A^{(i)}_{1T}(s) + A^{(i)}_{2T}(s) + A^{(i)}_{3T}(s))^2$$

where (17) and (18) converge in probability as
$$\hat{E}_e(\hat{\xi}_{T+1|T}(s)|\Omega_T) \xrightarrow{p} E_e(\hat{\xi}_{T+1|T}|\Omega_T)$$
and
$$\hat{E}_e(\hat{\xi}_{T+1|T}(s)\hat{\xi}^{\prime}_{T+1|T}(s)|\Omega_T) \xrightarrow{p} E_e(\hat{\xi}_{T+1|T}\hat{\xi}^{\prime}_{T+1|T}|\Omega_T),$$
resp., by the weak law of large numbers thanks to uncorrelatedness of $\hat{\xi}^{(i)}_{T+1|T}$ across repetitions, where $\xrightarrow{p}$ denotes convergence in probability.
4 Window length selection

4.1 Simulation design

We consider \( y_t = (y_{1,t}, y_{2,t})' \sim CI(1,1) \) to be 2-dim, i.e. \( N = 2 \). Assumptions 1-3 hold true. Without further parameter restrictions, the model is given by

\[
\Delta y_T^{2 \times 1} = \begin{bmatrix} \Delta y_{1,t} \\ \Delta y_{2,t} \end{bmatrix} = \begin{bmatrix} -\gamma_1 \rho_1 \\ -\gamma_2 \rho_1 \end{bmatrix} + \begin{bmatrix} \gamma_1 \\ \gamma_2 \end{bmatrix} \begin{bmatrix} y_{1,t-1} \\ y_{2,t-1} \end{bmatrix} + \begin{bmatrix} e_{1,t} \\ e_{2,t} \end{bmatrix}
\]

(19)

where the constant, restricted to the cointegration space, is given by \( \pi = -(\gamma_1 \rho_1, \gamma_2 \rho_1)' \), the adjustment vector is given by \( \gamma = (\gamma_1, \gamma_2)' \) and the (normalized) cointegration vector is given by \( \delta = (1, -\theta_2)' \). For simplicity, we impose stricter conditions on the errors, which are given by \( e_t = (e_{1,t}, e_{2,t})' \sim \mathcal{N}(0, \Sigma) \), where \( \sim \) stands for 'independently distributed' and \( \Sigma = (\sigma_1^2, 0 : 0, \sigma_2^2) \). Moreover, we constrain the following parameters: \( \gamma_1 = -1 \) and \( \gamma_2 = 0 \), so that \( \gamma = (-1, 0)' \). The model becomes

\[
\Delta y_T^{2 \times 1} = \begin{bmatrix} \Delta y_{1,t} \\ \Delta y_{2,t} \end{bmatrix} = \begin{bmatrix} \rho_1 \\ 0 \end{bmatrix} + \begin{bmatrix} -1 \\ 0 \end{bmatrix} \begin{bmatrix} y_{1,t-1} \\ y_{2,t-1} \end{bmatrix} + \begin{bmatrix} e_{1,t} \\ e_{2,t} \end{bmatrix}
\]

(20)

where now the constant is given by \( \pi = (\rho_1, 0)' \). In single-equation form, \( y_{1,t} = \rho_1 + \theta_2 y_{2,t-1} + e_{1,t} \), implying that \( y_{1,t} \) is purely adjusting to \( y_{2,t} \), or endogenous, as it can be seen from \( \gamma \), which is a unit vector, and \( y_{2,t} = y_{2,t-1} + e_{2,t} \) is an exogenous random walk.

We report our experiments with associated parameter values in Table

---

*Bi-dimensionality is chosen to insulate from identification issues.*
In all experiments we keep $\gamma = (-1,0)'$. Experiment 1 involves model (20), i.e. a model without breaks (baseline), where $\theta_2 = 0.5$, $\rho_1 = 2$, $\sigma_1^2 = 1$ and $\sigma_2^2 = 1$. Experiments 2–9 vary according to the location (in the parameter space) and direction of the break. Experiments 2–5 consider a break in the conditional mean. In particular, in experiment 2, $\rho_1^* = 3.5$ so that $\pi^* = (3.5, 0)'$, and $\delta^* = (1, -0.9)'$, since $\theta_2^* = 0.9$ (stronger cointegration). Experiment 3 considers $\rho_1^* = 0.5$ so that $\pi^* = (0.5, 0)'$, and $\delta^* = (1, -0.1)'$, since $\theta_2^* = 0.1$ (weaker cointegration). Experiment 4 still considers $\rho_1^* = 0.5$ so that $\pi^* = (0.5, 0)'$, and $\delta^* = (1, -0.9)'$, since $\theta_2^* = 0.9$ (stronger cointegration). Experiments 6–9 consider a break in the conditional variance. In particular, in experiment 6, $\sigma_1^* = 1.5$ and $\sigma_2^* = 0.5$, so that $\Sigma^* = (2.25, 0 : 0, 0.25)$. Symmetrically, in experiment 7, $\sigma_1^* = 0.5$ and $\sigma_2^* = 1.5$, so that $\Sigma^* = (0.25, 0 : 0, 2.25)$. Experiment 8 considers a joint decrease in the univariate variances $\sigma_1^* = 0.5$ and $\sigma_2^* = 0.5$ so that $\Sigma^* = (0.25, 0 : 0, 0.25)$. Finally, experiment 9 considers a joint increase in the univariate variances $\sigma_1^* = 1.5$ and $\sigma_2^* = 1.5$ so that $\Sigma^* = (2.25, 0 : 0, 2.25)$.

We estimate the parameters by RRR, obtaining $\hat{\pi}_T(s)$, $\hat{\gamma}_T(s)$ and $\hat{\delta}_T(s)$, and compute the one-step ahead conditional forecast errors $\hat{\xi}_{T+1|T}(s)$ as in Proposition 1, equations (13)-(16). The estimators in Lemma 2 are not constrained by the terminal value of the process $y_t$, therefore, to compute the finite sample forecast properties, we condition on a particular realization of $y_T$, which we fix, and we (numerically) integrate with respect to the error distribution. As in (Pesaran & Timmermann, 2005), parameter estimation uncertainty is due to independent (from $y_T$) draws from the er-
ror distribution.\footnote{We perform simulations remotely via parallel computing in \textit{R} 3.5.0. We set the seeds for the random number generator across experiments and window lengths to ensure reproducibility and comparability. Codes are available upon request.} We run this procedure in a Monte Carlo simulation with $K = 10^3$ replications and get the finite sample properties (conditional bias and MSE) of $\hat{\xi}_{T+1|T}(s)$ as in Corollary 1, eq. (17)-(18). For each experiment, we carry out simulations along two additional dimensions, i.e. $s$ and $T_c$, or, equivalently, $l_{pr}(s)$ and $l_{po}$, and let $T$ be fixed ($T = 202$), so that $l_{po} \in \{10, 20, 30, 50, 100\}$ and $l_{pr}(s) \in \{0, 1, 2, 3, 4, 5, 10, 20, 30, 50, 100\}$. Univariate measures for (17) and (18) are then reported for each value of the pre- and post-break window length.

\section*{4.2 Results}

We report results numerically (Appendix B).

\subsection*{4.2.1 Conditional MSE}

Table 2 reports the conditional root trace MSE (RTMSE).

In the case of no break (experiment 1) the RTMSE monotonically decreases with expanding estimation window and depends exclusively on its full length $l(s)$ and not on its single components $l_{pr}(s)$ and $l_{po}$. In other words, the RTMSE is minimal for maximal $l(s)$ and tends to its theoretical value, i.e. in the absence of parameter estimation uncertainty, $\sqrt{tr(\Sigma)} = \sqrt{2}$. This result, in line with Pesaran & Timmermann (2005), is due to the fact that the forecast error variance and the square bias jointly decrease as we add observations to estimate the parameters.\footnote{The (trace of the) forecast error variance can be derived as a reminder in the simulation.}

When we introduce a break in $\theta_2$ and $\rho_1$, and accordingly $\delta$ and $\pi$, (experiment 2-5) the RTMSE needs not monotonically decrease with ex-
panding window. Although increasing the post-break window \((l_{po})\) leads to an improvement in forecasting performance, this improvement does not hold when we extend the pre-break window \((l_{pr}(s))\) above the zero length, at least monotonically, mirroring Pesaran & Timmermann (2005)’s finding.

We now discuss the behaviour of the RTMSE for extreme values of the post-break window length as the pre-break window varies, by experiment. In experiment 2 (opposite direction for the breaks: mean up and weaker cointegration), when \(l_{po} = 10\) (i.e. when the break is relatively recent) the forecasting performance reaches its lowest quality \((\text{RTMSE} = 2.807)\) if we include five pre-break observations. Nevertheless, when we overcome that level the RTMSE decreases monotonically. We have an improvement in performance once we reach \(l_{pr}(s) = 20\) against not including any pre-break information at all. The optimal estimation window is an expanding window in this case, where \(l_{pr}(s)\) is maximal. For \(l_{po} = 100\) (i.e. when the perturbation is relatively old), the RTMSE reaches its highest value \((\text{RTMSE} = 1.607)\) if we include thirty pre-break observations, for then experiencing a monotonic decline. However, in this case the optimal estimation window implies \(l_{pr}(s) = 3\) (still not null) and no longer an expanding window. In experiment 3 (same upward direction for the breaks), for the shortest \(l_{po}\), the worst performance \((\text{RTMSE} = 2.877)\) is reached when we include four pre-break data. After then, the decline is monotonic and the optimal window is expanding, too. For \(l_{po} = 100\), the RTMSE reaches its highest value \((\text{RTMSE} = 1.605)\) if we include thirty pre-break observations and the optimal window implies \(l_{pr}(s) = 2\) (still not null) and no longer an expanding window. In experiment 4 (same downward direction for the breaks), when \(l_{po}\) is shortest, the worst performance \((\text{RTMSE} = 2.753)\) is reached when we include four pre-break data. After then, the decline is monotonic and
the optimal window is expanding, once again. For $l_{po} = 100$, the RTMSE reaches its highest value (RTMSE = 1.624) if we include fifty pre-break observations and the optimal window implies $l_{pr}(s) = 3$ (still not null) and no longer an expanding window. Finally, in experiment 5 (opposite direction for the breaks: mean down and stronger cointegration), when $l_{po} = 10$, the worst performance (RTMSE = 3.030) is reached when we include five pre-break data. After then, the decline is once again monotonic and the optimal window is expanding. For the longest $l_{po}$, the RTMSE reaches its highest value (RTMSE = 1.819) if we include fifty pre-break observations, but the optimal window implies $l_{pr}(s) = 0$ in this case, i.e. it is best to exclude pre-break data. In all cases, moreover, we are not sure whether the RTMSE still converge to its theoretical value.

In sum, we find that the timing of the break is crucial for determining the optimal window. When the break is recent, an expanding window can be adopted. When the break is old, a window containing few or none pre-break data can be selected. Post-break windows are optimal only in special cases, contrarily to what is assumed in practice. These results are driven by the bias-efficiency and the within bias trade-offs, which depend on the timing, but also the location and direction of the breaks.\textsuperscript{11} The joint dynamics of the bias and variance of forecasts under breaks is what eventually matters for forecasting performance.

To shed light on the role of the location of the breaks, we now analyze breaks in the variance. When we introduce a break in $\sigma_1$ and $\sigma_2$ (experiment 6-9) the RTMSE needs not monotonically decrease with expanding window. Although increasing $l_{po}$ leads to an improvement in accuracy, this improvement does not always hold when we extend $l_{pr}(s)$, once again.

\textsuperscript{11}The size of the breaks, not investigated here, is also a key factor in these trade-offs.
In experiment 6 (opposite direction of the break: variance of the cointegration relation up, variance of the random walk down), expanding \( l_{pr} (s) \) at its maximum length \( (l_{pr} (s) = 100) \) turns out to be the best strategy regardless of the value of \( l_{po} \). The same conclusion holds in case of experiment 7 (opposite direction of the break: variance of the cointegration relation down, variance of the random walk up). Hence, in both cases the breaks balance each other and the longest window is optimal eventually. In experiment 8 (same downward direction for the breaks), however, this is no longer true. When \( l_{po} \) is shortest, the worst performance (RTMSE = 1.232) is reached when we include two pre-break data. After then, the decline is monotonic and the optimal window is expanding. When \( l_{po} = 100 \), however, the RTMSE reaches its lowest value if we do not include any pre-break observation at all \( (l_{pr} (s) = 0) \). The expanding window estimator is no longer optimal. This is intuitive since expanding the window backward amounts to introduce more noise. Finally, in experiment 9 (same upward direction for the breaks), including all pre-break data assures the best performance. In this case, instead, extending the window backward reduces the noise. In all cases, we are not sure whether the RTMSE still converge to its theoretical value, which, for the case of a break in variance, it is a varying quantity dependent on the size of the break.

### 4.2.2 Conditional bias

Table 3 reports the conditional bias. In Table 4 and 5 we report biases in estimating the parameters suffering from a break. This amounts to focus on the estimators for \(-\gamma_1 \theta_2 \) and \(-\gamma_1 \rho_1 \) in (19), whose true values are \( \theta_2 \) and \( \rho_1 \) as displayed in (20). Estimation biases are useful for clarifying the role of the direction of the break.
Experiment 1 (no break) shows that the bias is rather small even for short samples and decreases with increasing sample size. The small size of the bias is due to the well known fact that the cointegration vector is estimated superconsistently.

The introduction of a break in mean induces a substantial increase in the bias. The dynamics of the bias is non-trivial since it depends on the estimation bias as well as the bias introduced by the breaks.

Experiment 2 displays a non-decreasing dynamics for the bias along the pre-break window length. However, experiment 5 shows that the bias tends to increase with expanding pre-break window. When the estimation bias and the bias induced by a break go in the opposite direction, including pre-break information leads to forecasts that are more distorted. This is the reason why in experiment 5 the bias increases with expanding pre-break window. In detail, the estimator for $-\gamma_1 \theta_2$ is upward biased (Table 4) and when $\theta_2$ declines (experiment 2) the bias increases even further. Therefore, the inclusion of pre-break data, when the value of $\theta_2$ is higher, leads to a reduction in the overall bias. The estimator for $-\gamma_1 \rho_1$ (Table 5) is upward biased, too, however when $\rho_1$ increases expanding the window backward leads to an increase in bias. The two effects balance each other and the bias does not dissipate eventually. On the other hand, an increasing $\theta_2$ (experiment 5) leads to the opposite phenomenon when we expand the window prior to the break. The new bias which follows adds to the already positive estimation bias and the overall bias is increased. This effect is weakened due to the negative direction of the break in $\rho_1$, this time. However, the net effect is dominated by the break in $\theta_2$. The final effect is that the bias increases with expanding pre-break window. Interestingly, when the breaks go in the same direction, the dynamics of the bias is non-monotonic. In Experiment 3 and
4, the dynamics of the bias appears to be U-shaped, where the minimum coincides with increasingly long pre-break window lengths as we increase the post-break window.

Instead, breaks in the variance (experiment 6-9) do not materially affect the magnitude of the bias. This result is expected since changes in the variation of the process should not bias the forecasts but influence their variance.

In sum, we shed light on the importance of the direction of the breaks. If breaks happen to be in the mean, then forecasts can suffer from a newly introduced bias by the expansion of the window backward, especially if the estimation bias and the break bias go in the opposite direction. If breaks affect the variance, then forecast efficiency is affected, but its bias is unaffected. When the variance decreases, forecasts are damaged due to the greater risk surrounding them as we expand $l_{pr}(s)$, as shown previously.

### 4.2.3 Comparison with the univariate case

We assess how important is the multivariate framework with cointegration for the relation between the finite sample properties of forecasts (in particular the MSE) and the window length. We do so by comparing the RTMSE growth rates among window lengths for our experiments vs the ones computed for the autoregressive process (Pesaran & Timmermann (2005), Table 5, p.202). We plot the growth rates against intervals of $l_{pr}(s)$, which can possibly include a break. We do so for the shortest post-break window ($l_{po} = 10$), where differences are starker. Figure 1 reports this comparison by experiment (when comparable). In experiment 1 (no break), for the VEC(1) case there exists larger gains in expanding the window backward for short pre-break windows, while the opposite is true for longer pre-break
windows. Indeed, after the interval 10-20, the AR(1) case experiences a faster decrease in the RTMSE. In experiment 3 and 5 (vs 4 in Pesaran & Timmermann (2005)), the break in mean causes a more abrupt behaviour of RTMSE growth (first increase, then decrease, finally increase again). Augmenting the window backward in the VEC(1) case becomes beneficial only after the 4-5 interval. For shorter intervals, expanding the pre-break window is clearly more convenient in the AR(1) case. In experiment 8 (labeled 7 in Pesaran & Timmermann (2005)), the dynamics of the RTMSE is almost identical until a pre-break window interval of length 5-10 is reached. After then expanding the window further backward provides more benefit in the AR(1) case. In experiment 9 (named 6 in Pesaran & Timmermann (2005)), the RTMSE dynamics is also almost identical but with a gap in favour of the VEC(1) case. Expanding the window backward gives more advantage in that case compared to the AR(1) case. Only for very large pre-break windows the RTMSE growth rates seem to converge.

5 Application

We test our theoretical findings on a well known relation in finance among interest rates at different maturities. This is relevant to the term structure of interest rates (also known as the yield curve), a curve suspected to be associated with likelihood of recessions. We focus on the US T-bond interest rates in the period 1970M01-1987M02 as done by Hansen & Johansen (1999), who find evidence of parameter instability, confirming the findings of Hall et al. (1992). Figure 2 reports interest rates at four maturities (1M, 2M, 3M and 4M) as well as the periods of identified turbulence by Hall et al. (1992) (vertical lines). The four rates are clearly non-stationary series of the unit root type, but are found to cointegrate through their spreads. Indeed,
Hansen & Johansen (1999) find three cointegration relations among the rates, which therefore share a common stochastic trend. We use the earliest break point as a starting point for our sample split, since this seems to be the most serious one as found by the joint fluctuation test of the eigenvalues (Hansen & Johansen (1999), bottom-right plot in Fig. 3, on p.319) and also by a visual inspection of Figure 2. We estimate the parameters for each window length by imposing a rank of three for the long run matrix and a restricted constant. We retain one test observation in order to compute the one-step ahead forecast errors, which are calculated using the estimated parameters. Figure 3 reports, by window length, the RTSE conditional on the sample observed. It is clear that extending the window backward is beneficial in this case, even if a break is present in the model parameters. The need of including pre-break data is higher, the shorter the post-break window. Indeed, for a post-break window of twenty observations the longest pre-break window is actually optimal. However, for a post-break window of eighty data points, this is no longer true: the optimal pre-break window length is two. For intermediate post-break window lengths, we observe a reversed ranking in the RTSE. We argue that this is due to the approaching second instability as identified by Hall et al. (1992). Indeed, this instability is exactly located between these two post-break window lengths, and causes the increase in the RTSE for the longer post-break window ($l_{po} = 60$). For the class of breaks found in this illustration, expanding the estimation window backward is generally beneficial.

6 Conclusion

We assess the sensitivity of the finite sample properties of forecasts (conditional bias and MSE) to the starting point of the estimation window when
the VEC model (Johansen (1988, 1991)) experiences breaks. For the type of breaks studied in this paper, we show that extending the estimation window prior to structural breaks in VEC models can be beneficial for forecasting performance and highlight under which conditions.

We base our simulation on a generalized Pesaran & Timmermann (2005)’s forecast error decomposition, which we derive, and show that it depends on four components: 1) a period ahead risk; 2) a bias due to a conditional mean shift; 3) a bias due to a variance mismatch; 4) a gap term valid only conditionally. We also derive new expressions for the estimators of the adjustment matrix and a constant, which are auxiliary to the decomposition. Finally, we introduce new simulation-based estimators for the finite sample forecast properties which are based on the derived decomposition.

Our finding points out that, under the derived conditions, we can neglect parameter instability by extending the window backward and be insured against higher forecast risk under this model class as well, generalizing Pesaran & Timmermann (2005)’s result. Our result suggests, in some cases, a reduced need of break-correction strategies and also gives renewed importance to testing for structural breaks, in order to distinguish cases when break-neglection is (not) appropriate. We draw conclusions on the window length which ensures best forecasting performance. In general, these conclusions are shown to depend on the timing, location and direction of the break. We illustrate the theoretical results in an application based on interest rates at different maturities. Strategies based on excluding contaminated observations are not always justified from a forecasting viewpoint, as also recently shown by Boot & Pick (2019).

Our work can be extended in several directions. For example, the forecast horizon can be generalized to $h > 1$, point forecasting can be extended to
density forecasting and prediction can be performed unconditionally. Moreover, several approaches can be adopted to improve on forecasting under breaks in the multivariate case as well. For instance, improved prediction performance under instability can be achieved via forecast combination across estimation windows (Pesaran & Pick (2011)) and via exponential smoothing or robust optimal weights to weigh past observations (Pesaran et al. (2013)). We leave these topics for future research.

Appendix

A Proofs

A.1 Proof of Lemma 1

Thanks to Assumption 3, by recursive substitution, $y_{s-1}$ is given by, for $s - 1 < T_c$,

$$y_{s-1} = \pi + (I_N + \gamma \delta')y_{s-2} + e_{s-1} =$$

$$= \pi + (I_N + \gamma \delta')(\pi + (I_N + \gamma \delta')y_{s-3} + e_{s-2}) + e_{s-1} =$$

$$= \cdots = \sum_{j=0}^{s-2} (I_N + \gamma \delta')^j(\pi + e_{s-1-j}).$$

Given Assumption 1, (iv), its expectation is given by (7) and its covariance matrix by (8) in Lemma 1. When $s - 1 \geq T_c$, thanks to Assumption 3, $y_{s-1}$ is given by
\[
y_{s-1} = \boldsymbol{\pi}^* + (\boldsymbol{I}_N + \gamma^* \delta^*)y_{s-2} + \epsilon_{s-1}^* = \sum_{j=0}^{s-T_c-1} (\boldsymbol{I}_N + \gamma^* \delta^*)^j (\boldsymbol{\pi}^* + \epsilon_{s-1-j}^*) + (\boldsymbol{I}_N + \gamma^* \delta^*)^{s-T_c} \mathbf{y}_{T_c-1}
\]

where

\[
y_{T_c-1} = \sum_{j=0}^{T_c-2} (\boldsymbol{I}_N + \gamma \delta')^j (\boldsymbol{\pi} + \epsilon_{T_c-1-j}).
\]

Given Assumption 1, \((iv)\), its expectation is given by (9) and its covariance matrix by (10) in Lemma 1.

A.2 Proof of Lemma 2

The Johansen (1988)'s generalized eigenvalue problem is given by \(\text{det}(\mathbf{A} \mathbf{S}_{11}(s) - \mathbf{S}_{10}(s) \mathbf{S}_{00}^{-1}(s) \mathbf{S}_{01}(s)) = 0\), where \(\text{det}()\) is the determinant of a matrix, \(\mathbf{S}_{ij}(s) = \mathbf{M}_{ij}(s) - \mathbf{M}_{ij}(s) \mathbf{M}_{22}^{-1}(s) \mathbf{M}_{ij}(s)\), \(i, j \in \{0, 1\}\), where, in turn, \(\mathbf{M}_{ij}(s) = \mathbf{l}^{-1}(s) \cdot \sum_{t=s}^{T} \mathbf{z}_{it} \mathbf{z}'_{jt}, i, j \in \{0, 1, 2\}\), \(\cdot\) is the scalar multiplication operator, \(\mathbf{z}_{0t} = \Delta \mathbf{y}_t, \mathbf{z}_{1t} = \mathbf{y}_{t-1}\) and \(\mathbf{z}_{2t} = 1\). Accordingly, \(\mathbf{M}_{22}(s) := m_{22} = 1\), which implies its inverse to be unity and therefore \(\mathbf{S}_{ij}(s) = \mathbf{M}_{ij}(s) - \mathbf{M}_{ij}(s) \mathbf{M}_{22}(s) \mathbf{M}_{ij}(s)\). Consistently with our notation, we re-write \(\mathbf{M}_{12}(s) := \mathbf{m}_{12}(s)\) and \(\mathbf{M}_{21}(s) := \mathbf{m}_{21}(s)\), \(i, j \in \{0, 1\}\). The solution to this eigenvalue problem yields the RRR estimator for \(\delta\), that is

\[
\hat{\delta}(s) = (\hat{\mathbf{v}}_1(s), \ldots, \hat{\mathbf{v}}_r(s)) \in \mathbb{R}^{N \times r}
\]

where the \(\hat{\mathbf{v}}\)'s are estimated eigenvectors associated with the \(r\) largest eigenvalues. These eigenvalues are collected in the estimated \((r \times r)\)-dim eigen-
The estimator for the constant \( \pi \) is given by \( \hat{A}(s) = \hat{\delta}'(s)S_{10}(s)S_{00}^{-1}(s)S_{01}(s)\delta(s) \). The RRR estimator for \( \gamma \) is derived accordingly as \( \hat{\gamma}(s) = S_{01}(s)\hat{\delta}(s)(\hat{\delta}'(s)S_{11}(s)\delta(s))^{-1} \), which, after the normalization \( \hat{\delta}'(s)S_{11}(s)\delta(s) = I_r \) (Johansen (1988)), simplifies to

\[
\hat{\gamma}(s) = S_{01}(s)\hat{\delta}(s). 
\]

Finally, \( \pi \), given that \( m_{22} = 1 \), is estimated as

\[
\hat{\pi}(s) = m_{02}(s) - \hat{\gamma}(s)\hat{\delta}'(s)m_{12}(s).
\]

We can re-write the product moment matrices as \( M_{ij}(s) = l^{-1}(s)\sum_{t=1}^{T} z_{it}z_{jt}' = l^{-1}(s)\cdot vec^{-1}(Z_{iT}(s))(vec^{-1}(Z_{jT}(s)))' \), \( i, j \in \{0, 1, 2\} \), where \( Z_{iT}(s) = (\Delta y_s, \ldots, \Delta y_T)' \), \( Z_{1T}(s) = (y_{s-1}, \ldots, y_{T-1})' \) and \( Z_{2T}(s) := z_{2T}(s) = 1_{l(s)} \), where \( vec^{-1}(z_{2T}(s)) = 1_{l(s)}' \). Hence, the estimator for the adjustment matrix \( \hat{\gamma}(s) \) becomes

\[
\hat{\gamma}(s) = S_{01}(s)\hat{\delta}(s) = (M_{01}(s) - m_{02}(s)m_{21}(s))\hat{\delta}(s) = l^{-1}(s) \cdot vec^{-1}(Z_{0T}(s))(vec^{-1}(Z_{1T}(s)))' - l^{-1}(s) \cdot vec^{-1}(Z_{0T}(s))1_{l(s)}(vec^{-1}(Z_{1T}(s)))'\hat{\delta}(s).
\]

The estimator for the constant \( \pi \) becomes

\[
\hat{\pi}(s) = m_{02}(s) - \hat{\gamma}(s)\hat{\delta}'(s)m_{12}(s) = l^{-1}(s) \cdot vec^{-1}(Z_{0T}(s))1_{l(s)} - \hat{\gamma}(s)\hat{\delta}'(s)vec^{-1}(Z_{1T}(s))1_{l(s)}. \]

To obtain the estimators as functions of the innovations, an explicit expression for \( Z_{1T}(s) \) and \( Z_{0T}(s) \) in terms of the errors is needed. Let \( \chi_{1T}(s) = \)
\((\chi_{s-1}, \ldots, \chi_{T-1})' \overset{w.s.}{\sim} \mathcal{D}(0, I_{l(s)N})\) be the standardized form of \((e_{s-1}, \ldots, e_{T-1})'\), then

\[
BZ_{1T}(s) = c + D\chi_{1T}(s)
\]

where

\[
B = \begin{pmatrix}
I_N & 0_{N \times l_{pr}(s)N} & 0_{N \times (l_{po}-1)N} \\
0_{(l_{po}-1)N \times N} & B_{21} & B_{22} \\
0_{(l_{po}-1)N \times N} & B_{32} & B_{33}
\end{pmatrix},
\]

\[
D = \begin{pmatrix}
\sum_{j=0}^{s-2} (I_N + \gamma \delta_j)' \psi \\
1_{l_{pr}(s) \otimes \pi} \\
1_{l_{po}-1 \otimes \pi^*}
\end{pmatrix},
\]

\[
C = \begin{pmatrix}
Ch(V_e(y_{s-1})) \Sigma^{1/2} & 0_{N \times l_{pr}(s)N} & 0_{N \times (l_{po}-1)N} \\
0_{l_{pr}(s)N \times N} & I_{l_{pr}(s) \otimes \Sigma^{1/2}} & 0_{l_{pr}(s)N \times (l_{po}-1)N} \\
0_{(l_{po}-1)N \times l_{pr}(s)N} & 0_{(l_{po}-1)N \times (l_{po}-1)N} & I_{l_{po}-1 \otimes (\Sigma^*)^{1/2}}
\end{pmatrix},
\]

where, in turn, \(Ch(V_e(y_{s-1}))\) is a triangular Cholesky factor of \(V_e(y_{s-1})\) derived in (8) and (10) in Lemma 1 (\(Ch()\) being the Cholesky factorization operator), \(\otimes\) is the Kronecker product and \(B_{1j}, i \in \{2, 3\}, j \in \{1, 2, 3\}\) are...
defined as

\[
B_{21} = l_{pr}(s)N \times N \begin{bmatrix}
-(I_N + \gamma \delta') \\
0_{N \times N} \\
\vdots \\
0_{N \times N}
\end{bmatrix},
\]

\[
B_{22} = l_{pr}(s)N \times (l_{pr}(s)N) \begin{bmatrix}
I_N \\
-(I_N + \gamma \delta') I_N \\
0_{N \times N} \\
\vdots \\
0_{N \times N}
\end{bmatrix},
\]

\[
B_{32} = (l_{po}-1)N \times (l_{po}(s)N) \begin{bmatrix}
0_{N \times N} \\
\vdots \\
0_{N \times N} \\
-(I_N + \gamma \delta') I_N \\
0_{N \times N}
\end{bmatrix},
\]

\[
B_{33} = (l_{po}-1)N \times (l_{po}(s)N) \begin{bmatrix}
0_{N \times N} \\
\vdots \\
0_{N \times N} \\
-(I_N + \gamma \delta') I_N \\
0_{N \times N}
\end{bmatrix},
\]

Matrix \( B \), being lower triangular and having non-zero, themselves invertible, diagonal elements, is non-singular and therefore we can re-write the stacked equation as

\[
Z_{1T}(s) = B^{-1}(c + D_{X1T}(s)) = \tilde{c} + \tilde{D}_{X1T}(s)
\]

where \( \tilde{c} := B^{-1}c \) and \( \tilde{D} := B^{-1}D \) are derived as

\[
\tilde{c} = T(s)N \times 1 \begin{bmatrix}
\sum_{\ell=0}^{T-2}(I_N + \gamma \delta')^\ell \pi \\
\sum_{\ell=0}^{T-2}(I_N + \gamma \delta')^\ell \pi \\
\vdots \\
(I_N + \gamma \delta')^{T-T_0} \sum_{\ell=0}^{T-2}(I_N + \gamma \delta')^\ell \pi + \pi^* \\
(I_N + \gamma \delta')^{T-T_0} \sum_{\ell=0}^{T-2}(I_N + \gamma \delta')^\ell \pi + \pi^*
\end{bmatrix}
\]

\[
\tilde{D} = T(s)N \times (T(s)N) \begin{bmatrix}
D_{21} \\
D_{22} \\
D_{31} \\
D_{32}
\end{bmatrix}
\]

\[
D_{21} = (T_{po}(s)N) \begin{bmatrix}
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)}
\end{bmatrix},
\]

\[
D_{22} = (T_{po}(s)N) \begin{bmatrix}
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)}
\end{bmatrix},
\]

\[
D_{31} = (T_{po}(s)N) \begin{bmatrix}
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)}
\end{bmatrix},
\]

\[
D_{32} = (T_{po}(s)N) \begin{bmatrix}
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)}
\end{bmatrix},
\]

\[
D_{33} = (T_{po}(s)N) \begin{bmatrix}
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)} \\
0_{N \times (l_{po}(s)N)}
\end{bmatrix},
\]
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where, in turn, $D_{ij}$, $i \in \{2, 3\}$, $j \in \{1, 2, 3\}$ are given by

\[
D_{21} = \begin{bmatrix}
(I_N + \gamma \delta)^2 & 0_{N \times N} \\
(I_N + \gamma \delta)^3 & \Sigma_N \\
\vdots & \vdots & \ddots & \vdots \\
(I_N + \gamma \delta)^{N-1} & 0_{N \times N} \\
(I_N + \gamma \delta)^N & 0_{N \times N}
\end{bmatrix}
\]

\[
D_{22} = \begin{bmatrix}
(I_N + \gamma \delta)^2 & 0_{N \times N} \\
0_{N \times N} & \Sigma_N \\
\vdots & \vdots & \ddots & \vdots \\
0_{N \times N} & 0_{N \times N} \\
0_{N \times N} & \Sigma_N
\end{bmatrix}
\]

\[
D_{23} = \begin{bmatrix}
(I_N + \gamma \delta)^2 & 0_{N \times N} \\
0_{N \times N} & \Sigma_N \\
\vdots & \vdots & \ddots & \vdots \\
0_{N \times N} & 0_{N \times N} \\
0_{N \times N} & \Sigma_N
\end{bmatrix}
\]

Similarly, let $\chi_0T(s) = (\chi_0, \ldots, \chi_T)' \overset{w_N} \sim \mathcal{D}(0, I_{l(s)N})$ be the standardized version of $(e_s, \ldots, e_T)'$, then

\[
Z_{l(s)N \times 1} = PZ_{1T}(s) + q + R\chi_0T(s)
\]

where

\[
P = \begin{bmatrix}
P_{11} & 0_{l_{p_0}(s)N \times l_{p_0}(s)N} \\
0_{l_{p_0}(s)N \times l_{p_0}(s)N} & P_{22}
\end{bmatrix}
\]

\[
q = \begin{bmatrix}
1_{l_{p_0}(s) \times \pi} \\
1_{l_{p_0} \times \pi^*}
\end{bmatrix}
\]

\[
R = \begin{bmatrix}
1_{l_{p_0}(s) \times \pi^*/2} & 0_{l_{p_0}(s)N \times l_{p_0}(s)N} \\
0_{l_{p_0}(s)N \times l_{p_0}(s)N} & 1_{l_{p_0} \times \pi^*/2}
\end{bmatrix}
\]
where, in turn, \( P_{ij}, i = j \in \{1, 2\} \) are defined as

\[
P_{11} = \begin{bmatrix}
\gamma \delta' & 0_{N \times N} & \cdots & 0_{N \times N} \\
0_{N \times N} & \gamma \delta' & \cdots & 0_{N \times N} \\
\vdots & \vdots & \ddots & \vdots \\
0_{N \times N} & \cdots & \cdots & \gamma \delta'
\end{bmatrix}
\]

\[
P_{22} = \begin{bmatrix}
\gamma^* \delta^* & 0_{N \times N} & \cdots & 0_{N \times N} \\
0_{N \times N} & \gamma^* \delta^* & \cdots & 0_{N \times N} \\
\vdots & \vdots & \ddots & \vdots \\
0_{N \times N} & \cdots & \cdots & \gamma^* \delta^*
\end{bmatrix}
\]

Given Assumption 2, (ii), and substituting \( Z_1(s) \) into \( Z_0(s) \), we obtain

\[
Z_0(s) = PZ_1(s) + q + R\chi_0T(s) =
\]

\[
= P(c + \tilde{D}\chi_1T(s)) + q + R\chi_0T(s) =
\]

\[
= P\tilde{c} + q + P\tilde{D}\chi_1T(s) + R\chi_0T(s).
\]

Calling \( q := P\tilde{c} + q \) and \( \tilde{P} = P\tilde{D} \), and noting that \( q = 0_{l(s)N} \) by (7) and (9) in Lemma 1 and thanks to, for \( s < T_c \), \( \delta^tE_e(y_{s-1}) = \rho \) and, for \( s \geq T_c \), \( \delta^sE_e(y_{s-1}) = \rho^* \) (Hendry (2006), Clements & Hendry (1995)), then

\[
Z_0(s) = R\chi_0T(s) + \tilde{P}\chi_1T(s)
\]

where \( \tilde{P} \) is given by

\[
\tilde{P} = \begin{bmatrix}
\tilde{P}_{11} & \tilde{P}_{12} & 0_{l(s)N \times (l_{po}-1)N} \\
\tilde{P}_{21} & \tilde{P}_{22} & \tilde{P}_{23}
\end{bmatrix}
\]
Using (12) in (4), the forecast errors become

\[ \hat{\xi}_{T+1}^{\pi}(s) = (\pi^{*} - \bar{\pi}(s)) + (\gamma s^{\delta} - \bar{\gamma}(s)\delta'(s))y_T + \epsilon_{T+1}^{\pi} = \]

\[ = (\pi^{*} - l^{-1}(s)) \cdot (\text{vec}^{-1}(R\chi_{0T}(s) + \tilde{P}\chi_{1T}(s)))1_{l(s)} - \]

\[ - \bar{\gamma}(s)\delta'(s)\text{vec}^{-1}(\bar{c} + D\chi_{1T}(s))1_{l(s)}) + \]

\[ + (\gamma s^{\delta} - \bar{\gamma}(s)\delta'(s))y_T + \epsilon_{T+1}^{\pi}. \]
Since, \( \forall t \geq T_c \), \( \pi^* = -\gamma^* \rho^* = -\gamma^* \delta^{*'} \mathcal{E}_e(y_t) \), by adding and subtracting \( \hat{\gamma}(s) \hat{\delta}'(s) \mathcal{E}_e(y_T) \) and re-arranging, we get

\[
\hat{\xi}_{T+1}^T(s) = e_{T+1}^* + \hat{\gamma}(s) \hat{\delta}'(s) l^{-1}(s) \cdot \text{vec}^{-1}(\hat{c}) 1_l(s) - \hat{\delta}'(s) \mathcal{E}_e(y_T) +
\]

\[
+ \hat{\gamma}(s) \hat{\delta}'(s) l^{-1}(s) \cdot \text{vec}^{-1}(\tilde{D} \chi_{1T}(s)) 1_l(s) - l^{-1}(s) \cdot (\text{vec}^{-1}(R \chi_{0T}(s) + \tilde{P} \chi_{1T}(s)) 1_l(s) +
\]

\[
+ (\gamma^* \delta^{*'} - \hat{\gamma}(s) \hat{\delta}'(s)) (y_T - \mathcal{E}_e(y_T)).
\]

Re-arranging again, we obtain

\[
\hat{\xi}_{T+1}^T(s) = e_{T+1}^* - \gamma(s) \hat{\delta}'(s) \mathcal{E}_e(y_T) - \hat{\delta}'(s) l^{-1}(s) \cdot \text{vec}^{-1}(\hat{c}) 1_l(s) -
\]

\[
- l^{-1}(s) \cdot (\text{vec}^{-1}(R \chi_{0T}(s) + \tilde{P} \chi_{1T}(s)) 1_l(s) - \gamma(s) \hat{\delta}'(s) \text{vec}^{-1}(\tilde{D} \chi_{1T}(s)) 1_l(s)) -
\]

\[
- (\gamma^* \delta^{*'} - \hat{\gamma}(s) \hat{\delta}'(s)) (y_T - \mathcal{E}_e(y_T)).
\]

Calling \( A_{1T}(s) = \hat{\gamma}(s) \hat{\delta}'(s) \mathcal{E}_e(y_T) - \hat{\delta}'(s) l^{-1}(s) \cdot \text{vec}^{-1}(\hat{c}) 1_l(s) \), \( A_{2T}(s) = l^{-1}(s) \cdot (\text{vec}^{-1}(R \chi_{0T}(s) + \tilde{P} \chi_{1T}(s)) 1_l(s) - \gamma(s) \hat{\delta}'(s) \text{vec}^{-1}(\tilde{D} \chi_{1T}(s)) 1_l(s) \) and \( A_{3T}(s) = (\gamma^* \delta^{*'} - \hat{\gamma}(s) \hat{\delta}'(s)) (y_T - \mathcal{E}_e(y_T)) \), we get Proposition 1.
Table 1: Experimental design ($\gamma = (-1, 0)^\prime$)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$\rho_1^*$</th>
<th>$\pi^*$</th>
<th>$\theta_2^*$</th>
<th>$\delta^*$</th>
<th>$\sigma_1^*$</th>
<th>$\sigma_2^*$</th>
<th>$\Sigma^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. No break</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2. $\rho_1, \theta_2 (\uparrow, \downarrow)$</td>
<td>3.5</td>
<td>3.5</td>
<td>0.1</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3. $\rho_1, \theta_2 (\uparrow, \uparrow)$</td>
<td>3.5</td>
<td>3.5</td>
<td>0.9</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4. $\rho_1, \theta_2 (\downarrow, \downarrow)$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.1</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5. $\rho_1, \theta_2 (\downarrow, \uparrow)$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.9</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6. $\sigma_1, \sigma_2 (\uparrow, \downarrow)$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1.5</td>
<td>0.5</td>
<td>$\begin{bmatrix} 2.25 &amp; 0 \ 0 &amp; 0.25 \end{bmatrix}$</td>
</tr>
<tr>
<td>7. $\sigma_1, \sigma_2 (\downarrow, \uparrow)$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.5</td>
<td>1.5</td>
<td>$\begin{bmatrix} 0.25 &amp; 0 \ 0 &amp; 2.25 \end{bmatrix}$</td>
</tr>
<tr>
<td>8. $\sigma_1, \sigma_2 (\downarrow, \downarrow)$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.5</td>
<td>0.5</td>
<td>$\begin{bmatrix} 0.25 &amp; 0 \ 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>9. $\sigma_1, \sigma_2 (\uparrow, \uparrow)$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1.5</td>
<td>1.5</td>
<td>$\begin{bmatrix} 2.25 &amp; 0 \ 0 &amp; 2.25 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

Notes. Experiment 1 (no break) involves the following parameter setup: $\rho_1 = 2$, so that $\pi = (2, 0)^\prime$, $\theta_2 = 0.5$, so that $\delta = (1, -0.5)^\prime$, and $\sigma_1 = 1$ and $\sigma_2 = 1$, so that $\Sigma = (1, 0 : 0, 1)$. The $\uparrow$ and $\downarrow$ symbols stand for 'increase' and 'decrease', resp.
Table 2: RMSE conditional on \( y \) \( = E(\{y\}) + diag(\Sigma^{1/2}) \)

<table>
<thead>
<tr>
<th>Experiment 1 (no break)</th>
<th>Experiment 4 (( \rho ), ( \theta ) ↓, ( \sigma ) ↓, ( \sigma ) ↑)</th>
<th>Experiment 5 (( \rho ), ( \theta ) ↓)</th>
<th>Experiment 8 (( \rho ), ( \sigma ) ↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.272</td>
<td>1.699</td>
<td>1.384</td>
</tr>
<tr>
<td>30</td>
<td>2.183</td>
<td>1.702</td>
<td>1.657</td>
</tr>
<tr>
<td>50</td>
<td>2.183</td>
<td>1.702</td>
<td>1.657</td>
</tr>
<tr>
<td>100</td>
<td>2.183</td>
<td>1.702</td>
<td>1.657</td>
</tr>
</tbody>
</table>

Notes: See Table 1.
Table 3: Bias conditional on $y_{ir} = E_k(y_{ir}) + \text{diag}((\Sigma_{\epsilon})^{1/2})$

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$l_{ir} = 0.582$</th>
<th>$l_{ir} = 0.431$</th>
<th>$l_{ir} = 0.367$</th>
<th>$l_{ir} = 0.299$</th>
<th>$l_{ir} = 0.317$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (no break)</td>
<td>0.026</td>
<td>0.024</td>
<td>0.022</td>
<td>0.020</td>
<td>0.018</td>
</tr>
<tr>
<td>2</td>
<td>0.019</td>
<td>0.017</td>
<td>0.016</td>
<td>0.014</td>
<td>0.012</td>
</tr>
<tr>
<td>3</td>
<td>0.013</td>
<td>0.011</td>
<td>0.010</td>
<td>0.008</td>
<td>0.006</td>
</tr>
<tr>
<td>4</td>
<td>0.007</td>
<td>0.005</td>
<td>0.004</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>8</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>9</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Notes. See Table 1.
Table 4: Bias in estimating $-\gamma_1 \theta_2$

<table>
<thead>
<tr>
<th>$l_{pr}(s)/l_{po}$</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.017</td>
<td>0.029</td>
<td>0.023</td>
<td>0.015</td>
<td>0.008</td>
</tr>
<tr>
<td>1</td>
<td>0.021</td>
<td>0.028</td>
<td>0.022</td>
<td>0.015</td>
<td>0.008</td>
</tr>
<tr>
<td>2</td>
<td>0.024</td>
<td>0.028</td>
<td>0.021</td>
<td>0.014</td>
<td>0.008</td>
</tr>
<tr>
<td>3</td>
<td>0.027</td>
<td>0.028</td>
<td>0.021</td>
<td>0.014</td>
<td>0.008</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Notes. See Table 1.
Table 5: Bias in estimating $-\gamma|\rho_1$

<table>
<thead>
<tr>
<th>$l_{pr}(s)/l_{po}$</th>
<th>$l_{pr}(s)/l_{po}$</th>
<th>$l_{pr}(s)/l_{po}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>0</td>
<td>0.205</td>
<td>0.171</td>
</tr>
<tr>
<td>1</td>
<td>0.220</td>
<td>0.158</td>
</tr>
<tr>
<td>2</td>
<td>0.227</td>
<td>0.144</td>
</tr>
<tr>
<td>3</td>
<td>0.254</td>
<td>0.145</td>
</tr>
<tr>
<td>4</td>
<td>0.245</td>
<td>0.134</td>
</tr>
<tr>
<td>5</td>
<td>0.226</td>
<td>0.122</td>
</tr>
<tr>
<td>10</td>
<td>0.171</td>
<td>0.112</td>
</tr>
<tr>
<td>20</td>
<td>0.112</td>
<td>0.081</td>
</tr>
<tr>
<td>30</td>
<td>0.081</td>
<td>0.065</td>
</tr>
<tr>
<td>50</td>
<td>0.060</td>
<td>0.056</td>
</tr>
<tr>
<td>100</td>
<td>0.030</td>
<td>0.028</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$l_{pr}(s)/l_{po}$</th>
<th>$l_{pr}(s)/l_{po}$</th>
<th>$l_{pr}(s)/l_{po}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>0</td>
<td>0.367</td>
<td>0.299</td>
</tr>
<tr>
<td>1</td>
<td>0.203</td>
<td>0.194</td>
</tr>
<tr>
<td>2</td>
<td>0.187</td>
<td>0.169</td>
</tr>
<tr>
<td>3</td>
<td>0.197</td>
<td>0.154</td>
</tr>
<tr>
<td>4</td>
<td>0.208</td>
<td>0.181</td>
</tr>
<tr>
<td>5</td>
<td>0.219</td>
<td>0.194</td>
</tr>
<tr>
<td>10</td>
<td>0.238</td>
<td>0.181</td>
</tr>
<tr>
<td>20</td>
<td>0.308</td>
<td>0.163</td>
</tr>
<tr>
<td>30</td>
<td>0.301</td>
<td>0.209</td>
</tr>
<tr>
<td>50</td>
<td>0.305</td>
<td>0.255</td>
</tr>
<tr>
<td>100</td>
<td>0.533</td>
<td>0.376</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$l_{pr}(s)/l_{po}$</th>
<th>$l_{pr}(s)/l_{po}$</th>
<th>$l_{pr}(s)/l_{po}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>0</td>
<td>0.246</td>
<td>0.210</td>
</tr>
<tr>
<td>1</td>
<td>0.149</td>
<td>0.126</td>
</tr>
<tr>
<td>2</td>
<td>0.148</td>
<td>0.090</td>
</tr>
<tr>
<td>3</td>
<td>0.207</td>
<td>0.183</td>
</tr>
<tr>
<td>4</td>
<td>0.279</td>
<td>0.165</td>
</tr>
<tr>
<td>5</td>
<td>0.243</td>
<td>0.184</td>
</tr>
<tr>
<td>10</td>
<td>0.241</td>
<td>0.205</td>
</tr>
<tr>
<td>20</td>
<td>0.249</td>
<td>0.236</td>
</tr>
<tr>
<td>30</td>
<td>0.249</td>
<td>0.288</td>
</tr>
<tr>
<td>50</td>
<td>0.289</td>
<td>0.287</td>
</tr>
<tr>
<td>100</td>
<td>0.307</td>
<td>0.284</td>
</tr>
</tbody>
</table>

Notes. See Table 1.
Figure 1: RTMSE growth comparison: Table 2, columns $l_{po} = 10$, vs Pesaran & Timmermann (2005) (PT (2005)).
Figure 2: US T-bond interest rates at different maturities: 1-4 months. The vertical lines are the identified period of turbulence (Hall et al. (1992)).

Figure 3: RTSE vs pre-break window length (by post-break window length)
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