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Lloyd’s Register Foundation (LRF)

‘Our vision is to be known worldwide as a leading supporter of engineering-related research, training and 
education that makes a real difference in improving safety of the critical infrastructure on which modern 

society relies.’

‘.. we promote scientific excellence and act as a catalyst working with others to achieve maximum 
impact.’

Next Generation Prediction Methodologies and Tools for System Safety Analysis 

(NxGen)

• Started in December 2019, 5 years duration

• 4 phases 

• Phase 1 – extend the capabilities of Fault Tree & Event tree Analysis

• Phase 2 – extend the capabilities of phased mission analysis

• Phase 3 – add dynamic capabilities to the modelling

• Phase 4 – integration of stochastic models of the system failures with 

physical models



Industrial Partners



Background & Objectives

Background
• Current Risk Assessment tools include: Fault Tree Analysis, Event Tree Analysis

• The foundations of methodologies for safety critical systems were established in 

the 1960/70s.  

• Research has made considerable advances in the capabilities of analytical 

techniques since then. 

• Technology has advanced and system designs, their operating conditions and 

maintenance strategies are now significantly different to those of the 1970s.

Objectives
• Develop a single, generic methodology appropriate to meet the demands of 

modern industrial systems.

• Upwardly compatible - retain as much of the current methodology features as 

possible:

• successfully supported safety assessments to date

• companies want to retain the safety models they have evolved over time



Traditional 

Approaches

Event Tree Analysis / Fault Tree Analysis



Traditional Approaches to Risk Modelling 

Pump 2 fails
No water to the 

pump

P2

No water to V5V5 fails closed

V5

No water from 

pump 2

No water from 

V3

No water from 

V4

V4 fails closed

V4

No water to V4

R2

No water to V3 

from reservoir 1

V1 fails closed

V1

No water to V1

R1

V3 fails closed

V3

1

W

W

F

F

W

F

W

F

W

F

Initiating 

event

Sub-sys 

1

1 λ1 C1

2 λ2 C2

3 λ3 C3

4 λ4 C4

5 λ5 C5

6 λ6 C6

Sub-sys 

2

Sub-sys 

3

Sub-sys 

4

Initiating 

Event 
Frequencies Consequences

Fault Tree Analysis Event Tree Analysis

Integrated Fault Tree Analysis / Event Tree Analysis Approach

𝑅𝑖𝑠𝑘 =෍

𝑖=1

6

𝜆𝑖𝐶𝑖

Used to calculate:

• Frequency of the initiating event

• Unavailability of enablers (responding safety 

systems)



Fault Tree Analysis – Top Event Probability

𝑇𝑂𝑃 = 𝐴 + 𝐶 . (𝐵 + 𝐶)
+  OR

.    AND

𝑄𝑆𝑌𝑆 = 𝑞𝐴 𝑞𝐵 + 𝑞𝐶 − 𝑞𝐴 𝑞𝐵 𝑞𝐶

Minimal Cut Sets:   {A, B}, {C}
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Initiator / Enabler events

Initiating Events:  perturb system variables and place a demand on 

control / protection systems to respond

Enabling Events: are inactive control / protection systems which 

permit an initiating event to cause the top event

Critical System States: A critical state for a component i, is a state 

of the other components in the system such that the failure of 

component i causes the system to pass from the functioning to the 

failed state.



Fault Tree Analysis – failure intensity

𝑻𝑶𝑷 = 𝑨 + 𝑪 . (𝑩 + 𝑪)
+  OR

.    AND

Minimal Cut Sets:   {A, B}, {C}

Initiating events A, C

Criticality Function for the initiators:

𝐺𝑖 𝒒 =
𝜕𝑄𝑆𝑌𝑆
𝜕𝑞𝑖

𝑄𝑆𝑌𝑆 = 𝑞𝐴 𝑞𝐵 + 𝑞𝐶 − 𝑞𝐴 𝑞𝐵 𝑞𝐶

𝐺𝐴 𝒒 = 𝑞𝐵 − 𝑞𝐵 𝑞𝐶 = 𝑞𝐵(1 − 𝑞𝐶)

𝐺𝐶 𝒒 = 1 − 𝑞𝐴 𝑞𝐵

𝑤𝑆𝑌𝑆(𝑡) = ෍
𝑖

𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟𝑠

𝐺𝑖 𝒒 .𝑤𝑖 (𝑡)
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Fault Tree Analysis
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• Incorporate non-constant failure rates

• Incorporate dependent events

• Incorporate highly complex 

maintenance strategies



Supporting 

Methodologies:

Modelling Complexities / 

Dependencies

Petri Nets / Markov Methods



Petri Net Basics and Definitions

• Marked with tokens

i

Places, pi

• Time delay Dj determines token movement.

• Type:

– immediate if Dj  0

– timed if Dj  0

Dj

j

Transitions, tj

• From place to transition or 

transition to place.

Edges

• Movement of tokens governed by the firing 

rule...
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• If all input places of a transition are 
marked by at least one token then 
this transition is called enabled.

• After a delay D  0 the transition 
fires. The firing removes one token 
from each of its input places and 
adds one token to each of its 
output places. 



Modelling Methodology

Assumes:

• The future condition depends only on the current 

condition and not the history

• Constant rates of transition

Features

• State-space explosion

• Difficult to model decisions based on condition

• Can not combine asset models to form a ‘system’ model

Markov modelling (1906)Petri-Net modelling (1962)
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Renew 
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(repair can only 
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P15
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Features

• Any distribution of times to transition

• Capable of modelling very complex maintenance 

strategies

• Concise structure

• Solution by Monte Carlo simulation

• Produces distributions of durations and no of incidences 

of different states

• Modular – can form ‘system’ model by linking asset 

models



Supporting 

Methodologies:

Fault Tree Quantification

Binary Decision Diagrams (BDDs)



Binary Decision Diagrams – Top Event Probability
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Binary Decision Diagrams – Top Event Probability

𝑇𝑂𝑃 = 𝐴. 𝐵 + 𝐴. ത𝐵. 𝐶 + ҧ𝐴. 𝐶
+  OR

.    AND

𝑄𝑆𝑌𝑆 = 𝑞𝐴 𝑞𝐵 + 𝑞𝐴 1 − 𝑞𝐵 𝑞𝐶 + (1 − 𝑞𝐴) 𝑞𝐶
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intermediate step



Binary Decision Diagram – Top Event Frequency

𝑤𝑆𝑌𝑆(𝑡) = ෍
𝑖

𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟𝑠

𝐺𝑖 𝒒 .𝑤𝑖 (𝑡)

The Criticality Function, Gi(q), is the probability that the system is in a critical state for 

component i such that the failure of component i causes system failure.

wi(t) is the failure intensity of component i.

𝐺𝑖 𝒒 =
𝜕𝑄𝑆𝑌𝑆
𝜕𝑞𝑖

= 𝑄𝑆𝑌𝑆 1𝑖 , 𝒒 − 𝑄𝑆𝑌𝑆 0𝑖 , 𝒒

𝑄𝑆𝑌𝑆 1𝑖 , 𝒒

𝑄𝑆𝑌𝑆 0𝑖 , 𝒒

probability that the system fails with component i failed

probability that the system fails with component i working

Note: the Criticality Function is also known as Birnbaum’s Measure of importance



Criticality Function:  Routes to a terminal-1
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Criticality Function:  Routes to a terminal-1
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Criticality Function

22

prxi(q) is the probability of the path section from the 

root node to node xi.

po1
xi(q) is the probability of the path section from the 

1 branch of node xi to a terminal 1 node (excluding 

probability of xi).

po0
xi(q) is the probability of the path section from the 

0 branch of node xi to a terminal 1 node (excluding 

probability of xi).

Z(q) is the probability of the paths from the root node to the terminal 

1 node not passing through the node for variable xi.
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Criticality Function
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𝐺𝑖 𝒒 = 𝑄𝑆𝑌𝑆 1𝑖 , 𝒒 − 𝑄𝑆𝑌𝑆 1𝑖 , 𝒒

𝑄𝑆𝑌𝑆 1𝑖 , 𝒒 = ෍

𝑎𝑙𝑙 𝑥𝑖

(𝑝𝑟𝑥𝑖 𝒒 . 𝑝𝑜𝑥𝑖
1 (𝒒)) + 𝑍(𝒒)

𝑄𝑆𝑌𝑆 0𝑖 , 𝒒 = ෍

𝑎𝑙𝑙 𝑥𝑖

(𝑝𝑟𝑥𝑖 𝒒 . 𝑝𝑜𝑥𝑖
0 (𝒒)) + 𝑍(𝒒)

𝐺𝑖(𝒒) = ෍

𝑎𝑙𝑙 𝑥𝑖

𝑝𝑟𝑥𝑖 𝒒 𝑝𝑜𝑥𝑖
1 (𝒒)) − 𝑝𝑜𝑥𝑖

0 (𝒒))

𝑤𝑆𝑌𝑆(𝑡) = ෍
𝑖

𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟𝑠

𝐺𝑖 𝒒 .𝑤𝑖 (𝑡)



Approaches to 

Dependencies
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TOPTOP
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Independent section solved using a 

Petri Net

• Many events don’t need to be in this 

model (26, 28, 30)

• Not clear how to include them in the 

analysis should the dependency 

model be reduced to just events 27 

and 29 
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emergency 

tamp

routine tamp

good 

condition

number 
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Modelling 

Requirements



Objectives

• Retain the FT and ET to represent the causality of system failures.

• Model the dependencies and complexities using Petri Nets or Markov as 

appropriate.

• Dependency models take substantial computer resource to solve – especially 

large models (their size should be minimised).

• No Matter where or how many of the dependent basic events occur in the FT      

- the simplest dependency model is used to analyse the results for those events 

alone
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Independent Modules

Small model containing only 

the dependent eventsD1 D2

D3

1 1 3 2

2 3

5

4 Results integrated back into 

the assessment of the 

remainder of the FT



Basic Structure of the Code 

Split into an 

integrated suite 

of PN and BDD 

codes

Petri net Analysis 

code

Petri net 

files

Fault Tree 

file

Component 

Data file

Dependencies

file

Event Tree

Results

Split the problem into 

an embedded 

sequence of PNs, 

Markov Models and 

BDDs

Generate / read 

Petri nets

Extract the results from the 

complexity / dependency 

models  ready to insert into 

the BDD analysis

Create BDDs BDD files BDD Analysis 

code

Generate / read 

Markov models

Markov 

files
Markov Analysis 

code

Causality 

information

Complexity 

information



New methodology

Top event probability –

dependent events



Example

Dependency groups

D1 = { B, C }

D2 = { D, E }
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Notation

pathj – jth path through the BDD to a terminal – 1

- {variables on the path identifying if they pass on 

the 1-branch or 0-branch}

𝐼𝑝𝑎𝑡ℎ𝑗 - {independent variables on path j identifying     

if they pass on the 1-branch or 0-branch}

𝐷𝑝𝑎𝑡ℎ𝑗
𝑘 - {variables on the path j belonging to dependency  

group identifying if they pass  on the 1-branch 

or 0-branch}

j pathj Ipathj 𝐷𝑝𝑎𝑡ℎ𝑗
1 𝐷𝑝𝑎𝑡ℎ𝑗

2

1 a1, b1, c1 a1 b1, c1 

2 a1, b1, c0, 

d1, e1

a1 b1, c0 d1, e1

3 a1, b0, c1 a1 b0, c1 

4 a0, b1, c1 a0 b1, c1 

Dependency groups

D1 = { B, C }

D2 = { D, E }

A

B

C

E

B

C

1 D

1 0

0

1 0

C

1 0

0

1 0 1

0

0



Notation

𝑄𝑆𝑌𝑆 = ෍

𝑗=1

𝑛𝑝𝑎𝑡ℎ

𝑃 𝐼𝑝𝑎𝑡ℎ𝑗 . ෑ

𝑘=1

𝑛𝑑𝑒𝑝

𝑃(𝐷𝑝𝑎𝑡ℎ𝑗
𝑘)

j pathj Ipathj 𝐷𝑝𝑎𝑡ℎ𝑗
1 𝐷𝑝𝑎𝑡ℎ𝑗

2

1 a1, b1, c1 a1 b1, c1 

2 a1, b1, c0, d1, e1 a1 b1, c0 d1, e1

3 a1, b0, c1 a1 b0, c1 

4 a0, b1, c1 a0 b1, c1 

A

B

C

E

B

C

1 D

1 0

0

1 0

C

1 0

0

1 0 1

0

0



New methodology

Top event intensity –

dependent events



Criticality Function

𝐺𝑖 𝒒 =
𝜕𝑄𝑆𝑌𝑆
𝜕𝑞𝑖

= 𝑄𝑆𝑌𝑆 1𝑖 , 𝒒 − 𝑄𝑆𝑌𝑆 0𝑖 , 𝒒

= ෍
𝑎𝑙𝑙 𝑥𝑖

𝑝𝑟𝑥𝑖 𝒒 . (𝑝𝑜𝑥𝑖
1 𝒒 − 𝑝𝑜𝑥𝑖

0 𝒒 )

= ෍
𝑎𝑙𝑙 𝑥𝑖

𝑝𝑟𝑥𝑖 𝒒 . 𝑝𝑜𝑥𝑖
1 𝒒 + 𝑍(𝒒) − 𝑝𝑟𝑥𝑖 𝒒 . 𝑝𝑜𝑥𝑖

0 𝒒 − 𝑍(𝒒)

For independent events

For dependent events

• Cannot use the same form of equations as for independent events:

• The pr(q) and po(q) terms may each contain events in the same dependency group

• The Z(q) term may also contain events in the same dependency group as Xi and so will not cancel each 

other



Criticality Function:  Routes to a terminal-1
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1 

1 

1 

Criticality for Xi

 

X 
i 

1 

1 

0 

0 

1 

1 

0 

0 

0 

0 1 0 
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1 

0 

0 

1 

1 

1 

𝑄𝑆𝑌𝑆 1𝑖 , 𝑞 = ෍

𝑥𝑖1∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖1 + ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃(𝑝𝑎𝑡ℎ𝑗|𝑥𝑖 = 1)
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Criticality for Xi

𝑄𝑆𝑌𝑆 0𝑖 , 𝑞 = ෍

𝑥𝑖0∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖0 + ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃(𝑝𝑎𝑡ℎ𝑗|𝑥𝑖 = 0)

 

X 
i 

1 

1 

0 

0 

1 

1 

0 

0 

0 

0 1 0 

1 

1 

0 

0 

1 

1 

1 

𝑄𝑆𝑌𝑆 1𝑖 , 𝑞 = ෍

𝑥𝑖1∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖1 + ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃(𝑝𝑎𝑡ℎ𝑗|𝑥𝑖 = 1)
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Criticality for Xi (Xi in dependency group d)

− ෍

𝑥𝑖0∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖0 − ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃(𝑝𝑎𝑡ℎ𝑗|𝑥𝑖 = 0)

𝐺𝑖 𝒒 = ෍

𝑥𝑖1∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖1 + ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃(𝑝𝑎𝑡ℎ𝑗|𝑥𝑖 = 1)

𝐺𝑖 𝒒 = ෍

𝑥𝑖1∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝐼𝑝𝑎𝑡ℎ𝑗 . ෑ
𝑘=1
𝑘≠𝑑

𝑛𝑑𝑒𝑝

[𝑃(𝐷𝑝𝑎𝑡ℎ𝑗
𝑘)] . 𝑃(𝐷𝑝𝑎𝑡ℎ𝑗

𝑑 − 𝑥𝑖1|𝑥𝑖 = 1) + ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃 𝐼𝑝𝑎𝑡ℎ𝑗 . ෑ
𝑘=1
𝑘≠𝑑

𝑛𝑑𝑒𝑝

[𝑃(𝐷𝑝𝑎𝑡ℎ𝑗
𝑘)] . 𝑃(𝐷𝑝𝑎𝑡ℎ𝑗

𝑑 |𝑥𝑖 = 1)

 

X 
i 

1 

1 

0 

0 

1 

1 

0 

0 

0 

0 1 0 

1 

1 

0 

0 

1 

1 

1 

− ෍

𝑥𝑖0∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝐼𝑝𝑎𝑡ℎ𝑗 . ෑ
𝑘=1
𝑘≠𝑑

𝑛𝑑𝑒𝑝

[𝑃(𝐷𝑝𝑎𝑡ℎ𝑗
𝑘)] . 𝑃(𝐷𝑝𝑎𝑡ℎ𝑗

𝑑 − 𝑥𝑖0|𝑥𝑖 = 0) − ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃 𝐼𝑝𝑎𝑡ℎ𝑗 . ෑ
𝑘=1
𝑘≠𝑑

𝑛𝑑𝑒𝑝

[𝑃(𝐷𝑝𝑎𝑡ℎ𝑗
𝑘)] . 𝑃(𝐷𝑝𝑎𝑡ℎ𝑗

𝑑 |𝑥𝑖 = 0)
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Criticality for Xi (Xi not an element of a dependency group)

− ෍

𝑥𝑖0∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖0 − ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃(𝑝𝑎𝑡ℎ𝑗)

𝐺𝑖 𝒒 = ෍

𝑥𝑖1∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖1 + ෍

𝑥𝑖∉𝑝𝑎𝑡ℎ𝑗

𝑃(𝑝𝑎𝑡ℎ𝑗)

𝐺𝑖 𝒒 = ෍

𝑥𝑖1∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝐼𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖1 . ෑ
𝑘=1

𝑛𝑑𝑒𝑝

[𝑃(𝐷𝑝𝑎𝑡ℎ𝑗
𝑘)]

 

X 
i 

1 

1 

0 

0 

1 

1 

0 

0 

0 

0 1 0 

1 

1 

0 

0 

1 

1 

1 

− ෍

𝑥𝑖0∈𝑝𝑎𝑡ℎ𝑗

𝑃 𝐼𝑝𝑎𝑡ℎ𝑗 − 𝑥𝑖0 . ෑ
𝑘=1

𝑛𝑑𝑒𝑝

[𝑃(𝐷𝑝𝑎𝑡ℎ𝑗
𝑘)]



Case Study



M

R1

COMP

PRESSURE VESSEL

TANK 2
(T2)

TANK 1
(T1)

P1

P2

P3

HEAT EXCHANGER
(HX1)

HEAT EXCHANGER
(HX2) VALVE

(V1)

RELAY
(R1)

MOTOR
(M)

FAN
(F)

S1

S2

R2

Plant Cooling System and Features

Sub-Systems

• Primary Cooling Water System

• Tank (T1), Pumps (P1,P2), Heat 

Exchanger (Hx1), Power Supply (B1)

• Detection System

• Sensors (S1,S2), Computer (Comp)

• Secondary Cooling Water System 

• Tank(T2), Pump (P3), Heat 

Exchanger (Hx2), Valve (V1), Relay 

(R2), Power Supply (B1) 

• Secondary Cooling Fan System 

• Fan (F), Motor (M), Relay (R1)

Primary 

Cooling 

System

Secondary 

Cooling 

Systems

Power supply to all pumps 

and the valve – B1



M

R1

COMP

PRESSURE VESSEL

TANK 2
(T2)

TANK 1
(T1)

P1

P2

P3

HEAT EXCHANGER
(HX1)

HEAT EXCHANGER
(HX2) VALVE

(V1)

RELAY
(R1)

MOTOR
(M)

FAN
(F)

S1

S2

R2

Plant Cooling System and Features

Complex Features
• Non-constant failure / repair rates

• Relays R1 & R2 have a Weibull failure 

time distribution and a lognormal repair 

time distribution

• Dependencies 

• Pumps P1 & P2 – if one fails it puts 

increased load ( and increases the 

failure rate) of the other

• Sensors, S1 and S2 have a common 

cause calibration failure

• Tanks T1 and T2, when one fails both 

are replaced

• Maintenance process

• The motor, M, has a condition 

monitoring system with different 

maintenance actions depending on the 

condition state.

Primary 

Cooling 

System

Secondary 

Cooling 

Systems

Power supply to all pumps 

and the valve – B1



Event Tree Analysis

PRIMARY 
COOLANT

DETECTION 
SYSTEM

SECONDARY 
COOLANT

FAN

WORKS

PARTIAL COOLING

PARTIAL COOLING

COOLING FAILURE

COOLING FAILURE

W

W

W

W

F

F

F

F



Fault Tree – Primary Cooling Water System

M

R1

COMP

PRESSURE VESSEL

TANK 2
(T2)

TANK 1
(T1)

P1

P2

P3

HEAT EXCHANGER
(HX1)

HEAT EXCHANGER
(HX2) VALVE

(V1)

RELAY
(R1)

MOTOR
(M)

FAN
(F)

S1

S2

R2

Basic Events are 

initiators

P1, P2 

dependency 

group D1

Computer fails to identify 
high temperature in vessel

Detection 
System Fails

Sensors fail to detect 
high temperature in 

vessel

S2S1

Comp

Basic Events are 

enablers

S1, S2 

dependency 

group D2

Primary cooling 
system fails

Heat exchanger 
No 1 leaks

No coolant to 
heat exchanger

Tank empty

Hx1

No coolant 
flow

No water 
supply

T1

P2P1

B1

Pumps fail 
to provide 

coolant

No power 
to pumps

T1 is in 

dependency 

group D3



Fault Tree – Secondary Cooling Water System

Basic Events 

are enablers

Valve fails 
closed

No power 
to valve

Val

Secondary water cooling 
system fails

Heat exchanger 
No 2 leaks

Hx2

No water 
supply

T2

Tank empty

Valve 
remains 
closed

No coolant to 
heat exchanger

Pump fails
No power 
to pump

Pump not 
operational

P3

Power fails

R2 B1

Relay 
contacts fail 

open
Power fails

R2 B1

Relay 
contacts fail 

open

M

R1

COMP

PRESSURE VESSEL

TANK 2
(T2)

TANK 1
(T1)

P1

P2

P3

HEAT EXCHANGER
(HX1)

HEAT EXCHANGER
(HX2) VALVE

(V1)

RELAY
(R1)

MOTOR
(M)

FAN
(F)

S1

S2

R2

T2 is in 

dependency 

group D3



Fault Tree – Fan Cooling System

M

R1

COMP

PRESSURE VESSEL

TANK 2
(T2)

TANK 1
(T1)

P1

P2

P3

HEAT EXCHANGER
(HX1)

HEAT EXCHANGER
(HX2) VALVE

(V1)

RELAY
(R1)

MOTOR
(M)

FAN
(F)

S1

S2

R2

Fan not 
functioning

Motor fails 
to turn fan

Fan fails

Fan
Motor fails

M

Secondary air cooling 
system fails

System not 
activated

Relay R1 
contacts not 

closed

R1

Basic Events 

are enablers



Step 1

Calculate simple component failure models



Simple Component Failure Models

Component Code Failure rate  (λ)

Per year

Mean time to 

repair (τ)  years

Failure 

Probability

q=
λ
λ+ν

Failure 

Intensity

w=λ(1-q)

Heat 

Exchanger

HX1 0.125 5.5 × 10−3 6.8703 × 10−4 0.1249

Power Supply B1 0.5 2.5 × 10−3 1.248 × 10−3 0.4994

Revealed Failures - initiators

Unrevealed Failures - enablers

Component Code Failure rate  (λ)

Per year

Mean time to repair 

(τ)  years

Inspection int 

(θ) years

q=λ(θ/2+τ) 

Heat 

Exchanger

HX2 0.125 5.5 × 10−3 1 0.06319

Computer Comp 0.4 5.0 × 10−3 0.08 0.034

Pump P3 0.05 0.08333 0.5 0.01667

Fan Fan 0.06 5.0 × 10−3 0.5 0.0153



Step 2

Build and analyse the complexity/dependency models



Complexity models

Relays R1 & R2
Non-constant failure / repair rates   

Weibull failure time distribution 

lognormal repair time distribution

Motor M
Maintenance process

a condition monitoring system 

with different maintenance actions 

depending on the condition state. 

R1 Working R1 Failed

W(β,η) 

LN(μ,σ)

M Working

Replace 
Motor

W(β,η) 

LN(μ,σ)

W(β,η) M Degraded M failed

Replace 
Bearings

LN(μ,σ)

qR1

qR2

qM



Dependency models

Pumps P1 & P2
if one fails it puts increased load 

on the other

Sensors S1 & S2
common cause calibration failure 

Tanks T1 & T2
common cause calibration failure 

λ1 λ2

λ1 λ2

P1F

P2F

P1F

P2W

P1W

P2W

P1W

P2F

2ν

ν

ν

1

2

3

4

S1 

Working

E(λ1) 

S1 Failed

E(ν1) 

S2 

Working
S2 Failed

E(λ1) 

S1&S2 

Failed

E(ν1) 

E(ν2) 

E(λ2) Common 

Cause

E(ν2) 

1

2

6

7

5

4

3

1
2

3 4

5

6

8

T1 Working

E(λ1) 

T1 Failed

E(ν) 

T2 Working T2 Failed

E(λ1) 

E(ν) 

𝑤𝑄𝑃1.𝑃2

𝑤𝑄𝑃1.𝑃2

𝑤𝑃1.𝑄𝑃2

𝑤𝑃1.𝑄𝑃2

𝑞𝑆1.𝑆2
𝑞𝑆1.𝑆2
𝑞𝑆1.𝑆2
𝑞𝑆1.𝑆2

𝑞𝑇1.𝑇2
𝑞𝑇1.𝑇2
𝑞𝑇1.𝑇2
𝑞𝑇1.𝑇2

𝑞𝑃1.𝑃2
𝑞𝑃1.𝑃2
𝑞𝑃1.𝑃2
𝑞𝑃1.𝑃2

P1 & P2 Initiators

S1 & S2 Enablers

𝑤𝑄𝑇1.𝑇2

𝑤𝑄𝑇1.𝑇2

𝑤𝑇1.𝑄𝑇2

𝑤𝑇1.𝑄𝑇2

T1 Initiator

T2 Enablers



Step 3

Construct and Analyse the BDDs 
required to give each Event Tree outcome



Event Tree Analysis

𝑃 𝐷𝐸𝑇𝑓 . 𝑤(𝑃𝐶𝑓)

𝑃 𝐷𝐸𝑇𝑤 𝑃 𝐹𝐴𝑁𝑓 𝑤 𝑆𝐸𝐶𝑓. 𝑃𝐶𝑓

1

2

3

4

5

PRIMARY 
COOLANT

DETECTION 
SYSTEM

SECONDARY 
COOLANT

FAN

W

W

W

W

F

F

F

F

𝑃 𝐷𝐸𝑇𝑤 𝑃 𝐹𝐴𝑁𝑤 𝑤 𝑆𝐸𝐶𝑓. 𝑃𝐶𝑓

𝑃 𝐷𝐸𝑇𝑤 𝑃 𝐹𝐴𝑁𝑓 𝑤 𝑆𝐸𝐶𝑤. 𝑃𝐶𝑓

𝑃 𝐷𝐸𝑇𝑤 𝑃 𝐹𝐴𝑁𝑤 𝑤 𝑆𝐸𝐶𝑤. 𝑃𝐶𝑓

Basic event B1 and 

dependency group 

with T1 & T2 in 

common



BDD Independent Modules

R1*

M*

Fan

1

1

1 0

Failure of the Fan 

Cooling System

R1 Working R1 Failed

W(β,η) 

LN(μ,σ)

M Working

Replace 
Motor

W(β,η) 

LN(μ,σ)

W(β,η) M Degraded M failed

Replace 
Bearings

LN(μ,σ)

S1*

Comp

1

1

S2*

0

0

Failure of the Detection 

System

S1 

Working

E(λ1) 

S1 Failed

E(ν1) 

S2 

Working
S2 Failed

E(λ1) 

S1&S2 

Failed

E(ν1) 

E(ν2) 

E(λ2) Common 

Cause

E(ν2) 

1

2

6

7

5

4

3

1
2

3 4

5

6

8

P2

P1

T1*

Hx1

B1

1

0

0

Val

R2*

P3

Hx2

1

1

1

1

0

T2

1

Failure of the Primary and 

Secondary Cooling Systems

λ1 λ2

λ1 λ2

P1F

P2F

P1F

P2W

P1W

P2W

P1W

P2F

2ν

ν

ν

1

2

3

4

R1 Working R1 Failed

W(β,η) 

LN(μ,σ)

T1 Working

E(λ1) 

T1 Failed

E(ν) 

T2 Working T2 Failed

E(λ1) 

E(ν) 



Step 4

Quantify each Event Tree outcome



Repeating this process for all other events

𝑃 𝐷𝐸𝑇𝑓 . 𝑤(𝑃𝐶𝑓)

𝑃 𝐷𝐸𝑇𝑤 𝑃 𝐹𝐴𝑁𝑓 𝑤 𝑆𝐸𝐶𝑓. 𝑃𝐶𝑓

1

2

3

4

5

PRIMARY 
COOLANT

DETECTION 
SYSTEM

SECONDARY 
COOLANT

FAN

W

W

W

W

F

F

F

F

𝑃 𝐷𝐸𝑇𝑤 𝑃 𝐹𝐴𝑁𝑤 𝑤 𝑆𝐸𝐶𝑓. 𝑃𝐶𝑓

𝑃 𝐷𝐸𝑇𝑤 𝑃 𝐹𝐴𝑁𝑓 𝑤 𝑆𝐸𝐶𝑤. 𝑃𝐶𝑓

𝑃 𝐷𝐸𝑇𝑤 𝑃 𝐹𝐴𝑁𝑤 𝑤 𝑆𝐸𝐶𝑤. 𝑃𝐶𝑓

𝑃 𝐷𝐸𝑇𝑓 = 0.132513

𝑤(𝑃𝐶𝑓) = 0.780261 per year

𝑃 𝐹𝐴𝑁𝑓 = 0.041915

𝑤 𝑆𝐸𝐶𝑓. 𝑃𝐶𝑓 = 0.780260

𝑤 𝑆𝐸𝐶𝑤. 𝑃𝐶𝑓 = 1.0𝑒 − 6

= 0.103395 per year

= 0.028371 per year

= 0.648495 per year

= 3.63607E-8 per year

= 8.31126E-7 per year

0.780261 per year



Summary / 

Conclusions



• First Phase of the NxGen project has been described

• This incorporates the following features into the modelling

• Dependencies 

• Non-constant failure and repair rates

• Complex maintenance strategies

• A method has been developed which enables results from the PN/Markov 

models to be integrated into the BDDs

• Current work:

• Modularisation methods

• Building dependencies into the phased mission methodology

• Solving case studies 

• aero – engine air cooling system

• railway – derailment 

• nuclear - LOCA



Thank you for your 

attention

Any Questions?


